Now that recordings of multiple, individual action potentials are being made with chronic electrodes, it seems that previous work showing simple encoding of movement parameters in these spike trains can be used as a real-time control signal for prosthetic arms. Efficient extraction algorithms can compensate for the limited ensemble sample acquired with this emerging technology.

### Linear methods
Modulation in motor cortical neuron firing rate often has an almost linear relationship to movement kinematics. Therefore, linear equations are commonly used to describe expected cell behavior.

### Population vector algorithm
Restating and generalizing the original directional findings of Georgopolous *et al.* [1,2] to three dimensions leads to the following linear equation for a single cell (Figure 1):

\[
D = b_o + b_x m_x + b_y m_y + b_z m_z
\]

where \(D\) is the cell's discharge rate, \(b_o\) is its mean discharge rate, \(m_x, m_y\), and \(m_z\) are the \(x, y\), and \(z\) components of a unit vector pointing in the direction of movement, and \(b_x, b_y\), and \(b_z\) are regression coefficients. This is equivalent to the dot product expression:

\[
\mathbf{B} \cdot \mathbf{M} = b_x m_x + b_y m_y + b_z m_z
\]

where \(\mathbf{B}\) can be conceptualized as a vector pointing in the cell's preferred direction, that is, the direction where the cell fires maximally. The magnitude of \(\mathbf{B}\) is equal to the cell's maximum increase in discharge rate above the mean. \(\mathbf{M}\) is a unit vector in the movement direction (consisting of \(m_x, m_y\), and \(m_z\)). This linear relation can also be expressed in terms of a cosine-tuning equation:

\[
|\mathbf{B}| |\mathbf{M}| \cos \theta
\]

where \(\theta\) is defined as the angle between the preferred and movement directions. This is a wide tuning function with one central peak [3]. An example of this function is shown in Figure 2a. Although these equations describe single-cell activity during movement, they are too ambiguous and coarse for accurate predictions of movement velocity.

The cosine tuning function is wide, encompassing all movement directions. Recent, more detailed, experiments [4] show, however, that these tuning functions may be more narrow than the cosine function. Nonetheless, the peak of the tuning function is used to categorize each cell's contribution to the ensemble's movement representation in the population vector algorithm (PVA). The \(j\)th contribution, \(C_j\), to the population output is represented as a unit vector pointing in its preferred direction, and weighted by some function of its firing rate, \(w_j = f(D)\). Several different...
weighting formulae have been explored [5]. The weighted cell vectors are then summed across all cells to form the population vector, $\mathbf{P}$, which points in the predicted direction of movement.

$$\mathbf{P} = \sum_j C_j \mathbf{W}_i$$  \hspace{1cm} (4)

If the cells are truly cosine-tuned and their preferred directions are uniformly distributed, then performance of the PVA is equivalent to a maximum likelihood (ML) estimation [6]; and see below) under uniform variance conditions. As long as the cells have radially symmetric tuning functions, the expected value of the PVA will still be accurate given a set of uniform preferred directions [5]. But the uniformity constraint is seldom met, and the quality of tuning can vary greatly with a small sample of unit recordings.

Under these conditions, several measures can be taken to improve the PVA further. For example, each unit’s contribution to $\mathbf{P}$ can be scaled by some measure of its quality of tuning (such as using $\mathbf{B}$ from Equation 2 above instead of the unit vector $\mathbf{C}$). A non-uniform distribution of tuning directions can be addressed by normalizing the magnitude of each component of $\mathbf{P}$. If the cells are truly cosine-tuned, this is easily done by dividing the $p_x$, $p_y$, and $p_z$ values respectively by the magnitudes of $c_x$, $c_y$, and $c_z$ (or of $b_x$, $b_y$, and $b_z$) summed across all cells. Compensation for non-uniform preferred directions, and for the PVA dependence of symmetrical tuning functions is a benefit of the Optimal Linear Estimator developed by Salinas and Abbott [7]. Instead of defining a cell’s preferred direction as the peak of a cosine function, the tuning function’s center of mass is used. Each cell’s contribution to the population vector is weighted by its lack of correlation with the tuning functions of the other contributors, effectively correcting for non-uniformities.

Optimal linear filters

The PVA has been used to predict two-dimensional (2D) and three dimensional (3D) reach direction by applying it to the mean activity of the cell during each movement. It has also been used to generate trajectories during reaching and drawing [8–11], by dividing the cell activity into bins and calculating a population vector for each bin. A weakness of PVA is that it does not take full advantage of the temporal characteristics of motor cortical discharge. Optimal linear filters make use of these characteristics to predict specific trajectories from parallel time series of cell activity [12]; and L Paninski, M Fellows, NG Hatsopoulos, JP Donoghue, personal communication). An optimal linear filter has the general form:

$$P(t) = \sum_{i=0}^{T_p} \sum_{j=1}^{n} a_{ij} x_i N(t + i \Delta t)$$  \hspace{1cm} (5)

where $P$ is the predicted parameter at time $t$, $\Delta t$ is a negative interval, $i$ iterates back in time to $T_p$, $a$ is a fitted coefficient and $N$ is the firing rate for cell $j$ at time $t + i \Delta t$. This method is especially useful for fitting data in which there is a significant lag between the discharge rate and $P$.

It is also clear that there is information, useful for making the prediction, present in the spike train for a significant interval before time $t$ in the movement. A separate coefficient is regressed for each lag and cell. In the procedure used by Wessberg et al. [12], position along a 3D trajectory was predicted by finding a separate coefficient for each dimension, lag and cell.

Other methods

One limitation of linear filter methods is that they rely on an a priori model of the movement-related neuronal responses. Deviations from the model will occur if unaccounted sources of spike modulation are significant. These extra sources of variance may be consistently related to the movement and thereby carry predictive information. The remaining methods make no prior assumptions about discharge-movement relations beyond the selection of an output parameter space.

Maximum likelihood estimation

Using a chronic recording technique, we recorded a motor cortical unit as a monkey moved to eight targets from the middle of a cube to its eight corners [13]. The movement-aligned histograms are shown in Figure 1, and these firing rates when plotted against movement direction could be fitted to a cosine function. Statistically, the tuning relation can be considered as a likelihood function. This function gives the probability of discharge rate, $a$, for each movement direction, $\theta$, $f(a|\theta)$. The ML estimate is the $\theta$ that maximizes the probability of observing the rate $a$. The tuning function shown in Figure 2b is a 2D projection of the more general 3D condition shown in Figure 2a and provides a straightforward means of explaining the ML method. Taking a single firing rate, $a$, on the ordinate, we can go across the figure, counting directions corresponding to each sample of this discharge rate. We then divide each of these observations by the total number of samples in the observed direction to get $P(a|\theta)$.

For illustration, this was performed in three activity bands — low, medium and high rates — instead of using individual firing rates. The three panels of Figure 2c show that movement directions 180° away from the preferred direction are likely to occur when the firing rate is low, a wide range of directions within 135° of the preferred direction are likely for moderate rates, and movements near the cell’s preferred direction are most probable for high rates.

What we really want for prediction is $P(\theta|a)$. This can be generated either indirectly by the ‘forward’ process used in Figure 2c or directly by calculating the percentage of movement directions that occur for each firing rate. This was done, preserving the 3D information embedded in the data, in Figure 3. Firing rates were again divided into three ranges and a probability-density function (PDF) surface constructed in polar coordinates. The directions of each target are shown by the numbered circles.
For low rates it can be seen that movements toward targets 6, 7 and 8 are the ‘winners,’ with target 8 (near, up and to the right) being the most likely. This is the target that is most nearly opposite the preferred direction and corresponds to the histogram with the lowest rate in Figure 1. For middle firing rates, targets 3, 4, 6 and 7 are the winners. Movements near targets 3 and 7 (up and to the left) are the more likely. Finally, the surface shows peaks near targets 1, 2, 3, 5 and 6 for the highest rates, with the most likely direction between targets 1 and 5 (down and to the left). This corresponds to the preferred direction.

The forward method shown in Figure 2 has the advantage that the PDF can be fitted with a basis function that is usually cosine-like [14], allowing estimates of poorly sampled directions to be made. This is shown, for instance, by the data gap around the preferred direction in Figure 2b. Technically, either conditional probability can be derived from the other using Bayes Theorem, if $P(\theta)$ and $P(a)$ are known.

For accurate prediction, the PDFs of individual neurons, such as those illustrated for the above unit, must be combined with those of other units recorded simultaneously to form a joint probability distribution, $P(\theta|a)$. If the firing rates were independent, the PDFs for each unit could be multiplied together to get the joint probability [15]. Ideally, this method would work by calculating $P(\theta|a)$ for every activity level for each cell to form a ‘dictionary’. Then when a novel $a$ is sampled, the individual firing rates would be used as an index to each PDF in the dictionary. The selected PDFs would then be multiplied and the maximum of the resulting joint probability taken as the most likely movement direction for the population.

Theory suggests that the ML method might be optimal in terms of extracted information [16,17]. One factor determining the utility of this method is whether PDFs can be combined together to form the joint probability distribution for the population. If, for example, the firing rates were independent, then the individual PDFs could be multiplied together. However, correlations between spike trains from different neurons may occur [18,19], and these can change the movement-related information. This should be taken into account when forming the ensemble estimate.

Pattern recognition
A snapshot of firing rates across a population can be considered a pattern. If the variation in this pattern is distinct with changes in movement parameters, pattern recognition algorithms can be used for parameter extraction. For practical applications, this requires an algorithm that is efficient or that can express pattern variation with a minimal number of factors. By taking advantage of co-variation between pattern elements, principal components analysis produces factors representing maximum and independent proportions of variance in a data set [20,21] to reduce the complexity of the pattern.

As an extension of the snapshot analogy, information about each parameter can be found in the activity that takes
of having a rate in this range, given three ranges (1–30, 31–90 and 91–130 spikes/s and the probability a data gap for these directions. Movements were made within 20° of the preferred direction resulting in instances of that firing rate in each direction and dividing by the total number of movements in that direction.

The preferred direction is between targets 1 and 5. Direction–activity relationship. (a) The 3D tuning function for the unit shown in Figure 1 is plotted in Cartesian space. This was calculated using Equation 1 in a multiple regression: \( b_0 = 47.2, b_{\text{forward}} = 15.6, b_{\text{right}} = -22.6, b_{\text{right}} = -13.0 \). The axes are in units of spikes/s. The distance from the origin to the edge of the volume gives the predicted discharge rate in the chosen movement direction. The preferred direction is indicated by the line through the tuning volume pointing downward and to the left (as the monkey would view the workspace). The preferred direction is between targets 1 and 5. (b) Plot of discharge rate against the angle between the movement and preferred direction, \( \theta \). Movement direction and discharge rate were calculated about every 48 ms for all data, resulting in 39,191 samples shown here as dots for the unit illustrated in the previous figures. The smooth line is the rate predicted by the cosine function in Equation 3. The jagged line is the mean activity for each value of \( \theta \). Few movements were made within 20° of the preferred direction resulting in a data gap for these directions. (c) The firing rates were divided into three ranges (1–30, 31–90 and 91–130 spikes/s and the probability of having a rate in this range, given \( \theta \) calculated by counting the instances of that firing rate in each direction and dividing by the total number of movements in that direction.

Figure 2

This was the motivation for the technique developed by Isaacs et al. [22]. Activity windows consisting of 200 ms of firing rates from each of \( N \) neurons in a simultaneously recorded population were placed in a data table. The window consisted of 10 bins and the firing rates for each bin of the window were placed down the column of the table. Simultaneous windows from each unit were concatenated so that each column comprised \( N \times 10 \) firing rates. Each subsequent column consisted of windows that had been shifted by one bin from those of the previous column. Rows of the table were ordered sequences of firing rates from a single cell. These rows were treated as vectors and placed in a correlation matrix from which eigenvectors and eigenvalues were calculated. The eigenvectors were multiplied by each column of the data matrix to give a dictionary of principal components.

This extraction algorithm worked by taking 200 ms of novel ensemble data, multiplying by the eigenvectors and then comparing these with the dictionary of principal components. The closest match identified a column in the data matrix corresponding to a particular window and movement vector associated with it. This analysis can be quite efficient; for example, eight principal components accounted for more than 90% of the variance in a data table consisting of 240 rows.

Neural networks

Artificial neural network (ANN) solutions can optimize each cell’s contribution to the population prediction. Approaches ranging from self-organizing feature maps (SOFMs) to complex nonlinear recursive networks have been used as a means of mapping movement parameters to activity patterns.

SOFMs [23] are generally constructed as a single layer of nodes, each of which is initialized with a random vector of \( n \) weights, where \( n \) is the dimensionality of the input. The SOFM is tuned by comparing an input vector to the weight vector for each node. In a ‘winner takes all’ scheme, the node with the weight vector closest to the input gets its weights modified to be slightly closer to the input. Over training, separate input classes come to be selected by different nodes in the SOFM.

An SOFM has been used to construct arm trajectories from neural data [24]. In this analysis, the SOFM comprised 20 × 20 nodes. Input vectors were constructed from arrays of firing rates recorded across the ensemble. After training on a set of neural data, the SOFM was organized into an output topography, in which neighboring nodes corresponded to inputs of similar firing patterns. Trained with
data from motor cortical cells (20 ms bins) that were recorded as a monkey performed center-out and spiral drawing, this algorithm produced clusters that corresponded to movement directions. Clusters with similar directions were next to each other, so that the output layer organization reflected the target locations in the center-out task and formed a spiral in the drawing task. This representation of the parameter space is referred to as the ‘topology-preserving’ property of the SOFM. In short, the SOFM classifies firing patterns according to their similarities, resulting in clusters that can then be examined for their relationship to specific behavioral variables.

A three-layer ANN based loosely on physiological connectivity has been used to generate isometric forces from motor cortical spike trains [25]. The output consisted of six muscles acting as simple arm actuators in a 2D shoulder–elbow model. Connection weights of the four-element middle layer were adjusted so that spike trains recorded as a monkey performed an isometric task produced a force in the model that matched that of the monkey.

Another ANN has been used by Wessberg et al. [12*] to control a robot arm using neural signals from a monkey's cerebral cortex. In this work, ‘hand position’ was the control variable assumed to be represented in the cortical activity. The ANN had a single hidden layer consisting of 15–20 units and used gradient-descent back-propagation for offline training. The three Cartesian dimensions were considered to be independent, and each had a separate output layer. Once trained, the network was used to predict hand position from ensemble discharge. This is an example of a classifier scheme used, in this case, to map neural input patterns to hand position.

A recurrent network using nonlinear excitation functions has been designed to act as an ML estimator and has produced a similar performance [6]. Inputs were ordered by preferred direction, and all 64 elements in the input vector had the same tuning function, but the tuning directions were separated by 6°. The input projected to an output layer that was also one-dimensional, with elements ordered by preferred direction. Finally, the output layer was fully interconnected. Connection weights were fixed and set so that nearest neighbors shared excitation. The excitatory weights decreased as the difference in preferred directions increased so that more distant weights became inhibitory.

The algorithm began with a transient input to the output layer. Activity in the output layer was then iterated five or six times until activity across the output vector formed a stable, unimodal hill with a distinct peak near a particular output element. The preferred direction of this element was taken as the most likely movement direction. This network is not adaptive because the weights are not adjusted with a learning rule — instead, the output layer filters the noisy input pattern. The nonlinear activation function of the output units effectively removes Gaussian noise from the input, fitting a hill to the population of activity from the input. On the basis of simulations, this network’s performance approached that of ML estimation.
Conclusions
Extraction algorithms for motor prostheses are designed to recognize motor parameters embedded in neural activity. Optimal algorithms will extract all the available information about a specified parameter in the recorded population activity. For engineering applications, it is essential that the parameters specified are well represented in the neural structure from which the activity is being recorded. For example, several of the algorithms discussed here are based on the position of the moving limb but, in primary motor cortex at least, this parameter is more poorly represented than velocity during movement [24–26]. The idea of several sources of variance, which is used in statistics, is relevant to this issue. A neuron's modulation can be related to many parameters, with some parameters accounting for more of the modulation (variability) than others. If parameters are correlated, then they share a source of variability. Parameters that account for a larger percentage of the spike train variance can be more easily extracted with population algorithms than those with weaker representations. With most algorithms, the different sources of variability need to be specified explicitly because some sort of optimal function is being modeled to the cell response.

The SOFM is partially immune to this problem as it clusters its output nodes only on the basis of the similarity of its input firing patterns (but these must still be labeled after the network is tuned). Also, the PVA — perhaps because it relies on the actual firing rates of neurons — is robust in this respect as it can handle simultaneously at least two parameters, direction and speed [29], even though speed is weakly encoded in the activity of single cells. Two factors — a uniform parameter distribution and unimodal tuning functions — are almost universal in determining the success of all these algorithms. It might seem that the pattern recognizers would be spared from these limitations. Even in these approaches, however, non-uniform clustering in the parameter space makes random noise more damaging. Multi-modal tuning functions make it less likely that a clear winner can be found in ML methods. Of course, all extraction methods are limited by the range and type of variation in the input spike trains.

Correlation within and between parameters is a factor that has not been fully exploited as yet in decoding algorithms. For example, it is unlikely within a time series of firing rates from a single cell during a movement, that rates adjacent in time are uncorrelated. Instead, these rates vary smoothly. The time-dependent coefficients in the optimal linear filters use this in an indirect way. It is well known that many movement parameters, such as intrinsic and extrinsic parameters of the arm, co-vary [13,30,31]. Knowledge of these relationships can make the extraction algorithms more efficient, by limiting possible outcomes using the same principles as fuzzy logic controllers [32].

The present set of extraction methods falls into three overlapping categories. 'Pattern recognition' can be done either explicitly, or more indirectly with ANNs and ML methods. The performance of these techniques is constrained by their training sets and may be limited, both in terms of extrapolation beyond and interpolation within the training set when novel data are applied. The success of the 'linear filters' is due to the underlying linearity of the relationship between firing rate and movement direction. Again, these filters are limited by the conditions used to fit their coefficients and may suffer from the same training constraints as ANNs. An advantage of the optimal filters is that they can account for time lags between spike and movement data, if these lags are stationary. The 'population vector algorithm' has the advantage of being independent of its exact basis function; it has been shown to be robust across tasks and can encode several parameters simultaneously. The PVA can be modified so that, like the other methods, single-cell contributions are weighted to give an optimal prediction. However, this method is probably the most sensitive to non-uniformities in the preferred direction distribution.

As neuroprosthetics advance, other performance factors will become important. For instance, now that animals are learning to use devices that provide feedback of their performance, the ability of the subject to modify neuronal activity patterns to fit better the constraints of the extraction algorithm, and the development of adaptive algorithms that modify these constraints can enhance the target accuracy in a reaching task [33]. Our ability to study learning dynamics is an exciting development both in the science and in the engineering of neural systems.
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This paper shows that, in single trials in real time, ensemble activity can encode arm trajectory. As the monkey subjects have no knowledge of their extracted signal, this is an example of open-loop control.


The first demonstration of single-trial, open-loop arm trajectory extraction.


