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Chapter 1

Calculus

1.1 Fundamental Theorem of Calculus

Part 1: The first part of the theorem (sometimes called the first fundamental theorem) deals with the derivative of a definite integral. Let $f$ be a continuous real-valued function defined on the interval $[a, b]$. Let $F$ be the function defined for all $x$ in this interval

$$F(x) = \int_a^x f(t)dt$$

Then $F$ is continuous on $[a, b]$ and differentiable on $(a, b)$; for all $x$ in $(a, b)$ we have

$$\frac{dF}{dt} = f(x)$$

ie the derivative of the integral is equal to the integrand evaluated at the upper limit.

Part 2: The second part of the theorem (sometimes called the second fundamental theorem) deals with the evaluation of a definite integral. Let $f$ and $F$ be real-valued functions defined on $[a, b]$ such that the derivative of $F$ is $f$. If $f$ is continuous over the closed interval (or at least Riemann integrable) then

$$\int_a^b f(x)dx = F(b) - F(a)$$

1.2 Mean Value Theorem

If a function $f$ is continuous on the (closed) interval $[a, b]$ where $a \leq b$ and differentiable on the (open) interval $(a, b)$ then there exists a point $c$ such that

$$f'(c) = \frac{f(b) - f(a)}{b - a}$$

In other words, there is a point $c$ between $a$ and $b$ such that the tangent at $c$ is equal to the secant through the endpoints $a$ and $b$ of the interval. [?]
1.3 Taylor Series Expansion

Consider the value of an infinitely differentiable function \( f(x) \) in the vicinity of a point \( x_0 \) (usually taken to be an equilibrium point of the function, i.e., a point where the derivatives vanish). For a small deviation \( (x - x_0) \) about this point, the value of the function can be expressed as

\[
 f(x) = \sum_{n=0}^{\infty} \frac{(x - x_0)^n f^{(n)}(x_0)}{n!}
\]

This infinite series is the Taylor Series expansion about the point \( x_0 \). Defining \( h = (x - x_0) \) this expansion is

\[
 f(x) = f(x_0) + h f'(x_0) + \frac{h^2 f''(x_0)}{2!} + \frac{h^3 f'''(x_0)}{3!} + \cdots
\]

For a function of multiple variables \( f(x_1, x_2, \ldots, x_d) \) this expansion can also be used. Consider here the simple case in which the function \( f(x, y) \) is expanded about the point \((a, b)\). Then to first order

\[
 f(x, y) \approx f(a, b) + (x - a) \frac{\partial f(a, b)}{\partial x} + (y - b) \frac{\partial f(a, b)}{\partial y}
\]

In general, the multidimensional Taylor Series expansion of \( f(x) \) about a point \( a \) (where \( x \) is the vector of variables on which the function depends and \( a \) is a vector of the expansion point coordinates) can be expressed compactly as

\[
 f(x) = f(a) + Df(a)^T(x - a) + (x - a)^T D^2f(a) (x - a) + \cdots
\]

where \( Df(a) \) and \( D^2f(a) \) are the gradient vector and Hessian matrix of the expansion point vector, respectively.

1.4 Rules of Integration

1) When the variable of integration in a definite integral is changed via a \( u \)-substitution, the limits of the integral must also be changed. Consider for example the integral

\[
 \int_{x_1=0}^{x_2=3} 2x(x^2 + 1)^3 \, dx
\]

Letting \( u = x^2 + 1 \) we have \( du = 2xdx \) and thus \( dx = du/2x \). The limits of integration become \( u_1 = 0^2 + 1 = 1 \) and \( u_2 = 3^2 + 1 = 10 \) and thus the integral becomes

\[
 \int_{u_1}^{u_2=10} u^3 \, du
\]
2) When the limits of a definite integral are exchanged, the integral is negated. This is easily seen since

$$\int_a^b f(x)dx = F(b) - F(a) = -(F(a) - F(b)) = - \int_b^a f(x)dx$$

Integration by Parts

Given an integral involving the product of two functions $u(x)$ and $v(x)$ of the form

$$\int_a^b u(x)v(x)dx$$

we may compute the result using integration by parts.

**Lemma:**

Let $u(x), v(x)$ be continuously differentiable (that is, their derivatives are continuous) functions of $x$. Then we can compute

$$\left[ u(x)v(x) \right]_a^b = \int_a^b u'(x)v(x)dx + \int_a^b u(x)v'(x)dx$$

where the product rule has been used. Using the fundamental theorem of calculus to simplify the left side and distributing the integral on the right side yields

$$\left[ u(x)v(x) \right]_a^b = \int_a^b u'(x)v(x)dx + \int_a^b u(x)v'(x)dx$$

Noting that $du(x) = u'(x)dx$ and $dv(x) = v'(x)dx$, we may write after rearranging

$$\int u(x)dv = u(x)v(x) - \int v(x)du$$

Note that there should probably be some magic calculus to make the definite integral turn into an indefinite integral, but let’s ignore that for now. We illustrate the use of the above result in the following example.

**Example:**

Use integration by parts to compute the indefinite integral

$$\int x \cos x dx$$

First, let $u(x) = x$ and $dv(x) = \cos xdx$ so that $du(x) = dx$ and $v(x) = \int \cos xdx = \sin x$. Using the result from the lemma, we have

$$\int u(x)dv = u(x)v(x) - \int v(x)du$$

$$\int x \cos x dx = x \sin x - \int \sin xdx$$

$$= x \cos x + \cos x$$
The idea behind this method is that \( u \) and \( dv \) can be chosen such that the integral \( \int v(x)du \) is easier to compute than the original integral.

### 1.5 Gradients, Jacobians and Hessians

#### 1.5.1 The Gradient

Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a scalar-valued function differentiable at a point \( p \). For some vector \( v \), the gradient is DEFINED AS the vector whose dot product with \( v \) yields the directional derivative in that direction at the point \( p \), ie \( D_v f = \nabla f(p) \cdot v \). More generally, let \( f \) be the same scalar-valued function and let \( \sigma(t) : I \to \mathbb{R}^n \) be a curve parameterized by \( t \in I \) where \( I \subset \mathbb{R} \). If \( \sigma(p) = a \) and \( \sigma'(p) = v \) then \( \frac{df}{dt}(\sigma(t))|_{t=p} = \frac{d\sigma}{dt} \frac{dv}{dt} = \nabla f \cdot v \) is the directional derivative of \( f \) in the direction \( v \).

Here we define the gradient \( \nabla f \) in a coordinate-free manner such that it applies to differentiable manifolds in the general case. However, in cartesian coordinates we define it explicitly as follows. Let \( f = f(x_1(t), x_2(t), \ldots, x_n(t)) \) so that

\[
D_v f = \frac{df}{dt} = \frac{\partial \sigma}{\partial x_1} \frac{dx_1}{dt} + \frac{\partial \sigma}{\partial x_2} \frac{dx_2}{dt} + \cdots + \frac{\partial \sigma}{\partial x_n} \frac{dx_n}{dt} = \nabla f \cdot v
\]

where \( \nabla = \frac{\partial}{\partial x_1} + \cdots + \frac{\partial}{\partial x_n} \) is the gradient operator and \( v = \frac{dx_1}{dt} + \cdots + \frac{dx_2}{dt} \) is the direction of interest.

#### 1.5.2 The Jacobian

For a vector-valued function \( f : \mathbb{R}^n \to \mathbb{R}^m \), we can break \( f \) into \( m \) scalar-valued functions \( \{f_1, \cdots, f_m\} \) and used the above results to define

\[
D_v f = J(f)v
\]

where

\[
J(f) = \begin{pmatrix}
\nabla f_1^T \\
\nabla f_2^T \\
\vdots \\
\nabla f_m^T
\end{pmatrix}
\]

is the Jacobian of \( f \). In cartesian coordinates, it is the matrix

\[
J(f) = \begin{pmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_m}
\end{pmatrix} \in \mathbb{R}^{n \times m}
\]
1.5.3 The Hessian

What about second partial derivatives? Again, let \( f : \mathbb{R}^n \to \mathbb{R} \) be a scalar valued function with directional derivative \( D_v f = \nabla f \cdot v = g(v) \). Note that \( g \), like \( f \), is a scalar-valued function which we will assume to be differentiable. As above, we define \( \gamma(t) : I \to \mathbb{R}^n \) to be a parameterized curve with \( \gamma'(p) = v \) so that the directional derivative of \( g \) at \( p \) in the direction of \( v \) is given by \( D_u g = \frac{\partial g}{\partial \gamma} \cdot \frac{d\gamma}{dt} = \frac{\partial g}{\partial \gamma} \cdot v \). However, \( g = \nabla f \cdot u \) so by the product rule we have

\[
\frac{\partial g}{\partial \gamma} = \frac{\partial \nabla f}{\partial \gamma} \cdot u + \nabla f \frac{\partial u}{\partial \gamma} = \nabla \cdot \nabla f \cdot u = \nabla^2 f \cdot u
\]

In cartesian coordinates, since \( H = \nabla^2 f \) is a matrix (it is the Jacobian of the gradient) we can finally write

\[
D_{uv} f = D_u g = (\nabla^2 f \cdot u) \cdot v = u^T Hv
\]

We call \( H \in \mathbb{R}^{n \times n} \) the Hessian of \( f \); it is the symmetric (as long as all second derivatives of \( f \) are continuous) matrix through which we can compute second-order directional derivatives of \( f \). For example, the quadratic form \( D_{uv} f = u^T H u \) provides the second derivative of \( f \) in the direction \( u \). If \( u^T H u < 0 \) for all \( u \) then \( H \) is negative definite and hence all second derivatives of \( f \) are decreasing, making \( f \) a convex function.

The Hessian has the form

\[
H = \begin{pmatrix}
\frac{\partial^2 f}{\partial x_1^2} & \frac{\partial^2 f}{\partial x_1 \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_1 \partial x_n} \\
\frac{\partial^2 f}{\partial x_2 \partial x_1} & \frac{\partial^2 f}{\partial x_2^2} & \cdots & \frac{\partial^2 f}{\partial x_2 \partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^2 f}{\partial x_n \partial x_1} & \frac{\partial^2 f}{\partial x_n \partial x_2} & \cdots & \frac{\partial^2 f}{\partial x_n^2}
\end{pmatrix}
\]

1.6 Data Interpolation

TODO: Come back and flesh out this section. For now, just some notes gleaned from the Ascher Numerical Methods text to jog my memory when I return here.

The basic idea is that we want to find some function which exactly passes through a set of points. For now, we consider only polynomials (though there are other choices of basis functions, of course). For two points, we find a line; for three points, we find a quadratic function; in general, we can fit \( N \) points with a polynomial of order \( N - 1 \). This results in a linear system having \( N \) equations and unknowns defined by a so-called Vandermonde matrix. As long as the x-coordinates of the points are unique, we can find a UNIQUE interpolating polynomial (this is important). However, this matrix has a particularly ill-conditioned structure. We can solve a different problem for the same exact polynomial (remember, it’s unique) by using a different set of polynomials as a basis - one example is the Lagrange polynomials. These are polynomials of degree \( N \), all
of which but one vanish at each data point and thus satisfy the interpolation condition. These are just two ways to solve the same problem.

We can do “better” (among other problems, high order polynomials can oscillate a lot) by using piecewise interpolants and imposing continuity conditions between successive approximating functions. For example, the simplest piecewise polynomial interpolation uses linear functions (piecewise linear or “broken line”). There are $2N$ coefficients to choose and $N$ interpolation constraints plus $N$ continuity conditions (on the zeroth derivative) so this can be solved. The problem with piecewise linear is obviously that the first derivatives are not continuous at the interpolated points. We can use a higher-order polynomial, for example a cubic, to solve this problem. We then have $4N$ coefficients and only $2N$ constraints. If the first derivative is also specified at each data point, we get $2N$ more constraints (because the functions preceding and following the point both need to have the specified derivative at the point and the problem can be solved. The piecewise interpolant can be made even smoother by using a fifth-order polynomial (total of $6N$ variables) and adding $2N$ more constraints using known accelerations at the points (note that specifying accelerations using a fourth-order polynomial would result in an overconstrained system with no exact solution). Since it can be shown from calculus of variations that a function which has sixth derivative equal to zero (for example, a fifth order polynomial) minimizes jerk along the trajectory (when starting and ending at rest?). Thus, using minimum jerk trajectories as interpolants and imposing position, velocity and acceleration constraints at the data points leads to a fully-constrained problem resulting in an interpolating solution which, in some sense, minimizes jerk.

Let’s say you don’t have information about the derivatives of the function at the data points - then you can instead use “splines,” for example cubic splines. Rather than forcing derivatives of successive functions at the points to have a pre-specified derivative, this approach enforces continuity of derivatives between successive pieces. Cubic splines thus have $4N$ variables and $4N - 2$ constraints (because continuity is enforced only at interior points) so we additionally need 2 constraints at the endpoints (which can be specified in a number of ways). Higher-order splines are underdetermined and thus allow flexibility of the solution/allow enforcing smoothness at higher derivatives.

### 1.6.1 Interpolating MPC Solutions

Often in robotics we encounter the need to interpolate a discrete-time solution to a model predictive control (MPC) problem. For example, discrete-time LIPM-based approaches for center of mass planning involve solving a linear system (or in the case of added constraints, a QP) for COM jerk which is integrated to determine the center of mass position, velocity and acceleration. The advantage here is that we can make the timestep between control points large - on the order of hundreds of milliseconds - so that we can solve for the optimal motion over a horizon of several steps (usually 1-2 seconds in length).

In this case, we are solving directly for COM jerk which is piecewise constant at say 0.1s, however we want to control a robot at a timestep of 0.001s. The COM position, velocity and acceleration output from the MPC are simply the optimal jerk integrated
at the coarser timestep of 0.1s, so it doesn’t actually make sense to try to track these values.

On the other hand, if we were to integrate the piecewise constant jerk at 0.001s we’d get something which diverges from the coarse plan and also doesn’t achieve what we want. What’s the best compromise here? Using cubic splines may work but leaves us with piecewise linear accelerations. Ideally we’d use quintic splines but then they may have too much freedom and oscillate (saw this with min jerk trajectories).
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Linear Algebra

2.1 Similarity Transformations

2.2 Complex Inner Product Spaces

Let $V$ be a complex inner product space. For $u, v \in V$ we define an inner product $(u, v)$ on $V$ such that

1. $(u, v) = (v, u)$
2. $(u, u) \geq 0$ with $(u, u) = 0 \leftrightarrow u = 0$
3. $(\alpha u + \beta v, w) = \alpha (u, w) + \beta (v, w)$ for $w \in V$ and $\alpha, \beta \in C$

With $V = C^n$ the inner product becomes

$$(u, v) = \sum_{i=1}^{n} u_i \bar{v}_i$$

**Theorem:** Cauchy-Schwartz Inequality:
If $u, v \in V$ then

$$|(u, v)| \leq ||u|| ||v||$$

When $V = R^n$ this is clear since $(u, v) = ||u|| ||v|| \cos \theta$.

**Theorem:** If $V$ is a finite-dimensional inner product space and $W$ is a subspace of $V$, then $V = W + W^\perp$.

$V$ is thus the direct sum of $W$ and $W^\perp$, ie there is a unique way to write any $v \in V$ as a linear combination of vectors in $W$ and $W^\perp$.

**Remarks:** We work over the field $F = C$ because $C$ is algebraically closed, ie all polynomials having coefficients in $C$ have their roots in $C$. 
2.3 Unitary Transformations

Definition: A linear map \( T : V \to V \) over the complex field is \textit{unitary} if \((Tu, Tv) = (u, v)\) for all \( u, v \).

A unitary transformation preserves the complex inner products and hence preserves length. In addition, the converse is true: if \((Tv, Tv) = (v, v)\) for all \( v \) then \( T \) is unitary.

Theorem: A linear map is unitary iff it takes an orthonormal bases of \( V \) to another orthonormal basis of \( V \); this is proven as follows.

Proof. \( \rightarrow \) First, suppose that \( T \) is unitary and let \( \{v_1, \ldots, v_n\} \) be an orthonormal basis of \( V \). Since \( T \) is unitary, we have \((Tv_i, Tv_j) = (v_i, v_j) = \delta_{ij}\) for all \( i, j \) which is also an orthonormal basis of \( V \).

\( \leftarrow \) Now, suppose that both \( \{v_1, \ldots, v_n\} \) and \( \{Tv_1, \ldots, Tv_n\} \) are orthonormal bases of \( V \) and \( u, w \in V \). Then we can use this basis to write \( u = \sum_{i=1}^{n} \alpha_i v_i \) and \( w = \sum_{i=1}^{n} \beta_i v_i \) where \( \alpha_i, \beta_i \in C \) for all \( i \). Since the \( v_i \)'s are orthonormal, we have

\[ (u, w) = \sum_{i=1}^{n} \alpha_i \bar{\beta}_i \]

Also, by linearity of \( T \), we have

\[ Tu = \sum_{i=1}^{n} \alpha_i Tv_i, \quad Tw = \sum_{i=1}^{n} \beta_i Tv_i \]

Since the \( Tv_i \)'s are orthonormal, we have

\[ (Tu, Tw) = \sum_{i=1}^{n} \alpha_i \bar{\beta}_i \]

so \((Tu, Tw) = (u, w)\) for all \( u, w \in V \) and hence \( T \) is unitary.

Definition: if \( T : V \to V \) is linear, define the \textit{hermitian adjoint} of \( T \) written \( T^* \) by \((Tu, v) = (u, T^*v)\).

Lemma: If \( T : V \to V \) is linear, so is \( T^* \) and the hermitian adjoint has the following properties.

1. \((T^*)^* = T\)
2. \((S + T)^* = S^* + T^*\)
3. \((\lambda S)^* = \bar{\lambda} S^*\)
4. \((ST)^* = T^* S^*\)
Proof. To show that $T^*$ is linear if $T$ is linear, we must show that $T^*(v+w) = T^*v + T^*w$ and $T^*(\lambda v) = \lambda T^* v$.

If $u, v, w \in V$ then

$$(u, T^*(v + w)) = (Tu, v + w)
= (Tu, v) + (Tu, w)
= (u, T^*v) + (u, T^*w)
= (u, T^*v + T^*w)$$

Since this hold for all $u$ we must have $T^*(v + w) = T^*v + T^*w$.

Similarly, for $\lambda \in \mathbb{C}$ we have $(u, (T^*)\lambda v) = (Tu, \lambda v) = \bar{\lambda}(Tu, v) = \bar{\lambda}(u, T^*v) = (u, \lambda T^*v)$. Since this holds for all $u$ we must have $T^*(\lambda v) = \lambda T^*v$. Thus, $T^*$ is linear if $T$ is linear.

Also, to show that $(T^*)^* = T$ we write $(u, (T^*)^*) = (T^*u, v) = (v, T^*u) = (Tv, u) = (u, Tv)$. Since this holds for all $u$, we must have $(T^*)^* = T$.

Lemma: $T$ is unitary iff $T^*T = 1$ (the identity map, since we’re working in a coordinate-free way thus far).

Proof. $\rightarrow$ First, assume $T$ is unitary and compute $(u, T^*Tv) = (Tu, Tv) = (u, v)$. Since this holds for all $u, T^*T = 1$.

$\leftarrow$ Now, assume that $T^*T = 1$. Then $(u, v) = (u, (T^*T)v) = (Tu, Tv)$ by the definition of the hermitian adjoint. Since this holds for all $u, v$ we have that $T$ must be unitary.

We now seek to assign a basis to $T$ and determine how $T^*$ is represented in this basis.

Theorem: If $\{v_1, \ldots, v_n\}$ is an orthonormal basis of $V$ and linear map $T$ in this basis is represented by the matrix $[\alpha_{ij}]$, then the matrix of $T^*$ in this basis is $[\beta_{ij}]$ where $\beta_{ij} = \bar{\alpha}_{ji}$. That is, the matrix representing $T^*$ is the conjugate transpose of the matrix representing $T$ in the basis.

Proof. Since the matrices of $T$ and $T^*$ in the given basis are $[\alpha_{ij}]$ and $[\beta_{ij}]$, we have

$$Tv_i = \sum_{k=1}^{n} \alpha_{ki}v_k, \quad T^*v_i = \sum_{k=1}^{n} \beta_{ki}v_k$$

Since the $v_i$’s are orthonormal, we have

$$\beta_{ji} = (T^*v_i, v_j) = (v_i, Tv_j) = (v_i, \sum_{k=1}^{n} \alpha_{ki}v_k) = \bar{\alpha}_{ij}$$

Thus the matrix representing $T^*$ in orthonormal basis $V$ is the conjugate transpose of the matrix representing $T$ in that basis.
Proposition: If $U, V \in M_n$ are unitary, then $UV$ is also unitary.

Proof. We have $(UV)(UV)^* = UVV^*U^* = I$ since $U$ and $V$ are unitary; thus, $UV$ must be unitary.

The set of unitary matrices forms a group together with the binary operation of matrix multiplication. Recall that a group is a set together with a binary operation which satisfies closure, associativity, identity and inverse. The product of two unitary matrices is unitary from the above proposition, guaranteeing closure; matrix multiplication is associative; the identity matrix is unitary; the inverse of any unitary matrix exists and is its conjugate transpose.

Since $U^*U = UU^* = I$, every column of $U$ has Euclidean norm one and hence no entry of $U$ may have absolute value greater than one. In addition, we know that the eigenvalues of $U$ must have absolute value one. The unitary group is thus said to be bounded, and it can be shown that it is also closed since the limit matrix of an infinite sequence of unitary matrices is unitary. Since the group is both closed and bounded, it is compact.

2.4 Unitary Similarity

Let $U \in M_n$ be a unitary matrix and $A \in M_n$ by any square complex matrix. Since $U^* = U^{-1}$, $B = U^*AU$ is a similarity transformation; we say that $A$ is unitarily similar to $B$.

Theorem: Let $U, V \in M_n$ be unitary, let $A, B \in M_{m,n}$ and suppose that $A = UBV$. Then we have $\sum_{i,j=1}^n |h_{ij}|^2 = \sum_{i,j}^n |a_{ij}|^2$. In particular, this is satisfied if $m = n$ and $V = U^*$ - that is, if $A$ is unitarily similar to $B$.

Proof. Since $\text{tr}A^*A = \sum_{i,j=1}^n |a_{ij}|^2$, we check that $\text{tr}A^*A = \text{tr}B^*B$. Compute $\text{tr}A^*A = \text{tr}(UBV)^*(UBV) = \text{tr}(V^*B^*U^*UBV) = \text{tr}V^*B^*BV = \text{tr}B^*BVV^* = \text{tr}B^*B$.

Theorem (Schur Factorization): Let $A \in M_n$ have eigenvalues $\lambda_1, \ldots, \lambda_n$ and let $v \in C^n$ be the unit eigenvector corresponding to $\lambda_1$. There exists a unitary $U = [v, u_2, \cdots, u_n] \in M_n$ such that $U^*AU = T = [t_{ij}]$ is upper triangular with diagonal entries $t_{ii} = \lambda_i, i = 1, \ldots, n$.

Proof. Let $U_1 = [v, u_2, \cdots, u_n]$ be any unitary matrix whose first column is the unit eigenvector $v$. Then
$U_1^* A U_1 = U_1^*[Av, Au_2, \ldots, Au_n] = U_1^*[\lambda_1 v, Au_2, \ldots, Au_n]$

$$= \begin{bmatrix} v^* \\ u_2^* \\ \vdots \\ u_n^* \end{bmatrix} \begin{bmatrix} \lambda_1 v & Au_2 & \cdots & Au_n \end{bmatrix}$$

$$= \begin{bmatrix} \lambda_1 v^* v & v^* Au_2 & \cdots & v^* Au_n \\ \lambda_1 u_2^* v & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ \lambda_1 u_n^* v & \cdots & \cdots & \lambda_1 \end{bmatrix} = \begin{bmatrix} \lambda_1 & * \\ 0 & A_1 \end{bmatrix}$$

because $v^* v = 1$ and the columns of $U_1$ are orthonormal. We have $A_1 = [u_i^* Au_j]_{i,j=2}^{n} \in M_{n-1}$ which has eigenvalues $\lambda_2, \ldots, \lambda_n$ (why?). If $n = 2$ then $A$ has been triangularized. If not, let $w \in C^{n-1}$ be an eigenvector of $A_1$ associated with $\lambda_2$ and perform the preceding reduction on $A_1$ by choosing $U_2 \in M_{n-1}$ to be any unitary matrix whose first column is $w$. Thus,

$$U_2^* A_1 U_2 = \begin{bmatrix} \lambda_2 & * \\ 0 & A_2 \end{bmatrix}$$

Thus, we let $V_2 = 1 \oplus U_2$ and compute the unitary similarity

$$(U_1 V_2)^* A U_1 V_2 = V_2^* U_1^* A U_1 V_2 = \begin{bmatrix} \lambda_1 & * & * \\ 0 & \lambda_2 & * \\ 0 & 0 & A_2 \end{bmatrix}$$

where $A_2 \in M_{n-2}$ has eigenvalues $\lambda_3, \ldots, \lambda_n$. Continue this reduction to produce unitary matrices $U_i \in M_{n-i+1}, i = 1, \ldots, n - 1$ and $V_i \in M_{n}, i = 2, \ldots, n - 2$. The matrix $U = U_1 V_2 V_3 \cdots V_{n-2}$ is unitary and thus $U^* A U$ is upper triangular from the process above. 

Remarks: Note that if $A \in M_n(R)$ has only real eigenvalues, the above triangularization can be performed using orthogonal matrices.

Definition: A family of matrices $F \subseteq M_n$ is a nonempty finite or infinite set of matrices. A commuting family is a family of matrices in which every pair of matrices commutes.

Definition: For a given $A \in M_n$, a subspace $W \subseteq C^n$ is $A$-invariant if $Aw \in W$ for all $w \in W$. For a given family $F \subseteq M_n$, a subspace $W \subseteq C^n$ is $F$-invariant if $W$ is $A$-invariant for all $A \in F$.

Definition: A subspace $W \subseteq C^n$ is reducible if some nontrivial ($W \neq \{0\}, W \neq C^n$) subspace of $C^n$ is $F$-invariant; otherwise, it is irreducible.

Observation: Let $A \in M_n$ with $n \geq 2$ and suppose that $W \subseteq C^n$ is a $k$-dimensional subspace with $1 < k < n$. If $W$ is a nonzero $A$-invariant subspace, then some vector in $W$ is an eigenvector of $A$. 
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Proof. Choose a basis $s_1, \ldots, s_k$ for $W$ and let $S_1 = [s_1 \cdots s_k]$. Choose any $s_{k+1}, \ldots, s_n$ such that $s_1, \ldots, s_n$ is a basis for $C^n$ and let $S_2 = [s_{k+1} \cdots s_n]$. Let $S = [S_1S_2]$ and note that this matrix has linearly independent columns and thus is nonsingular.

If the subspace $W$ is $A$-invariant, then $As_i \in W$ for each $i = 1, \ldots, k$ which means that (since $S_1$ is a basis for $W$) each $As_i$ is a linear combination of $s_1, \ldots, s_k$. We may thus write $AS_1 = S_1 B$ for some $B \in M_k$. Now, let $\lambda$ be an eigenvalue of $B$ and let $\xi \in C^k$ be the corresponding eigenvector. Then $S_1 \xi \in W$ (and is nonzero because $S_1$ has rank $k$) since $S_1$ is a basis for the subspace $W$. But $A(S_1 \xi) = (AS_1)\xi = S_1 B \xi = S_1 (\lambda \xi) = \lambda (S_1 x)$ and thus $A$ must have an eigenvector in $W$.

Lemma: Let $F \subset M_n$ be a commuting family. Then some nonzero vector in $C^n$ is an eigenvector of every $A \in F$.

Proof. First, note that while it is trivial, there is always a nonzero $F$-invariant subspace of $C^n$ - that is, $C^n$ itself. Let $m$ be the minimum dimension of all nonzero $F$-invariant subspaces of $C^n$.

Theorem: Let $F \subseteq M_n$ be a nonempty commuting family. Then there exists a unitary $U \in M_n$ such that $U^*AU$ is upper triangular for all $A \in F$.

Proof. We know that for a commuting family $F$ there is some nonzero vector in $C^n$ which is an eigenvector of every $A \in F$. Thus, we perform the above triangularization by choosing at each step and eigenvector which is common to the commuting matrices. An outline of the process is as follows.

First, choose some $v$ which is a (unit) eigenvector of every $A \in F$ and construct the unitary matrix $U_1$. Compute $U_1^*AU_1$ as above to obtain the matrix $A_2 \in M_{n-1}$; since $U_1^*AU_1$ is block triangular and since similarity preserves commutativity, $A_2$ commutes with all matrices of this form produced by reducing some $A \in F$ as described above. Thus, there is a unit eigenvector common to all $A_2$ which can be chosen to produce $U_2$ and so on. Continuing in this manner produces a $U$ which simultaneously triangularizes all $A \in F$.

2.5 Hermitian Transformations

Definition: A linear transformation $T$ is hermitian or self-adjoint if $T^* = T$. Similarly, a transformation is skew-hermitian if $T^* = -T$.

Theorem: Any linear map $S : V \to V$ can be written in the form $S = A + iB$ where $A = \frac{S + S^*}{2}$ is hermitian and $B = \frac{S - S^*}{2}$ is skew hermitian. This is called the Toeplitz Decomposition.

Theorem: If $T$ is hermitian, all its eigenvalues are real.
Proof. Let \( \lambda \) be an eigenvalue of \( T \). Then there exists a vector \( v \neq 0 \) such that \( Tv = \lambda v \).

Compute:

\[
\lambda(v, v) = (\lambda v, v) = (Tv, v) = (v, T^*v) = (v, \lambda v) = \bar{\lambda}(v, v)
\]

Since \((v, v) \neq 0\), we have \( \lambda = \bar{\lambda} \) which implies that \( \lambda \) must be real.

\[ \square \]

**Theorem:** If \( T \) is unitary and \( \lambda \) is an eigenvalue of \( T \), then \(|\lambda| = 1\).

**Proof.** Let \( v \) be an eigenvector of \( T \) associated with the eigenvalue \( \lambda \). Then

\[
(v, v) = (Tv, Tv) = (\lambda v, \lambda v) = |\lambda|^2(v, v)
\]

Since \((v, v) \neq 0\), we have \( |\lambda|^2 = 1 \) and thus \(|\lambda| = 1\).

\[ \square \]

### 2.6 Normal Linear Transformations

**Definition:** A linear map \( T \) is normal if \( TT^* = T^*T \). That is, the matrix representing a normal transformation commutes with its conjugate transpose. Unitary, hermitian and skew-hermitian transformations are normal.

**Theorem:** Let \( N : V \to V \) be a normal linear map. Then there exists an orthonormal basis consisting of the eigenvectors of \( N \) in which \( N \) is diagonal. Equivalently, there exists a unitary matrix \( U \) such that \( U^*NU \) is diagonal, that is, \( N \) is unitarily similar to a diagonal matrix.

**Proposition:** A normal matrix \( N \) is:

1. Hermitian iff all its eigenvalues are real.
2. Unitary iff all its eigenvalues have absolute value one.

**Proof.**

1. \( \rightarrow \) If \( N \) is hermitian, all its eigenvalues must be real as shown earlier.
   
   Assume that \( N \) is normal and all its eigenvalues are real. Thus, there exists a unitary \( U \) such that \( D = U^*NU \) is diagonal with real entries. it follows that

   \[
   U^*NU = D = D^* = U^*N^*U
   \]

   Thus, \( N = N^* \) and \( N \) must be hermitian.

2. \( \leftarrow \) If \( N \) is unitary, all its eigenvalues have absolute value one as shown earlier.
   
   Assume that \( N \) is normal and all its eigenvalues have absolute value one. Thus, there exists a unitary \( U \) such that \( D = U^*NU \) is diagonal. Since \( D^* = U^*N^*U \), we have

   \[
   D^*D = (U^*N^*U)(U^*NU) = U^*N^*NU = I
   \]

   since \( D \) is the diagonal matrix of eigenvalues of \( N \). This implies that \( N^*N = NN^* = I \) and thus \( N \) must be unitary.

\[ \square \]
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**Definition:** If $T : V \rightarrow V$ is hermitian and $(Tv,v) \geq 0$ for all $v \in V$, $T$ is called **nonnegative** and it is written $T \succeq 0$. If $T$ is hermitian and $(Tv,v) > 0$ for all $v \in V$, $T$ is called **positive** and it is written $T > 0$.

**Proposition:** A hermitian linear map is:

1. Nonnegative iff all its eigenvalues are nonnegative.
2. Positive iff all its eigenvalues are strictly positive.

**Proof.** → Suppose that $T \succeq 0$ and let $\lambda$ be the eigenvalue of $T$ corresponding to eigenvector $v \neq 0$. Thus,

$$(Tv,v) = (\lambda v,v) = \lambda (v,v) \geq 0$$

and since $(v,v) > 0$, we must have $\lambda \geq 0$.

← Now, assume that the hermitian map has nonnegative eigenvalues. Since $T$ is hermitian, it can be written in terms of an orthonormal basis of eigenvectors $\{v_1, \ldots, v_n\}$. Given any $v \in V$, we may thus write $v$ in this basis as

$$v = \sum_{i=1}^{n} \alpha_i v_i$$

Thus, $Tv = \sum_{i=1}^{n} \alpha_i T v_i = \sum_{i=1}^{n} \alpha_i \lambda_i v_i$ and we compute

$$(Tv,v) = \left( \sum_{i=1}^{n} \alpha_i \lambda_i v_i, \sum_{i=1}^{n} \alpha_i v_i \right) = \sum_{i=1}^{n} \lambda_i \alpha_i \bar{\alpha}_i = \sum_{i=1}^{n} \lambda_i |\alpha_i|^2$$

Since $\lambda_i \geq 0$ and $|\alpha_i|^2 \geq 0$ for all $i$, we conclude that $(Tv,v) \geq 0$ for any $v \in V$ and thus $T \succeq 0$. □

**Proposition:** A linear map $T : V \rightarrow V$ is nonnegative iff there exists some matrix $A$ such that $T = AA^*$.

**Proof.** ← Assume that there exists some $A$ such that $T = AA^*$. Clearly, $T$ is hermitian since $T^* = (AA^*)^* = AA^* = T$. Thus, for any $v \in V$ we have $(AA^*v,v) = (A^*v,A^*v) = (Av,Av) = ||Av||^2 \geq 0$ and thus $T$ must be nonnegative.

→ Now, assume that $T$ is nonnegative. Then there exists a unitary $U$ such that $D = U^*TU$ is diagonal with nonzero values equal to the eigenvalues of $T$. Since the eigenvalues of $T$ are nonnegative, we may define $D^{1/2} = \text{diag}\{\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_n}\}$ and $A = UD^{1/2}U^*$. We thus have $T = AA^* = (UD^{1/2}U^*)(U(D^{1/2})^*U^*) = U(D^{1/2})^2U^* = UDU^*$. □

**Remarks:** Over the field of real numbers, unitary matrices are called **orthogonal** and hermitian matrices are called **symmetric**. Many of the above properties apply to the real cases, as orthogonal matrices are unitary and symmetric matrices are hermitian.
2.7 Nearest Orthogonal Matrix

Let \( R \in \mathbb{R}^{3 \times 3} \) and let \( Q \in O(3) \) be an orthogonal matrix. We wish to find the orthogonal matrix \( Q \) closest to \( R \) in terms of the Frobenius norm, i.e.,

\[
Q = \arg \min_{Q \in O(3)} ||Q - R||^2_F = \text{tr}[(Q - R)^T(Q - R)]
\]

This reduces to

\[
\text{tr}[(Q - R)^T(Q - R)] = \text{tr}[Q^TQ - Q^TR - R^TQ + R^TR]
\]

\[
= \text{tr}[Q^TQ] - 2\text{tr}[Q^TR] + \text{tr}[R^TR]
\]

\[
= 3 - 2\text{tr}[Q^TR] + \text{tr}[R^TR]
\]

since \( \text{tr}[A] = \text{tr}[A^T] \) and \( Q^TQ = I \). It follows that in order to minimize the given function, we must minimize the second term in the final expression above. The problem thus becomes

\[
Q = \arg \max_{Q \in O(3)} \text{tr}[Q^TR]
\]

We can use the SVD to write \( R = U\Sigma V^T \) so that \( \text{tr}[Q^TR] = \text{tr}[Q^TU\Sigma V^T] = \text{tr}[V^T(Q^T\Sigma V^T)V] = \text{tr}[V^TQ^TU\Sigma] \) since similarity transformations preserve the trace. Defining the orthogonal matrix \( Z = V^TQ^TU \), we may write

\[
\text{tr}[Q^TR] = \text{tr}[Z\Sigma] = \sum_{i=1}^3 z_i\sigma_i \leq \sum_{i=1}^3 \sigma_i
\]

where the inequality follows from the fact that \( z_i \leq 1 \forall i = 1, 2, 3 \) since the rows of \( Z \) are orthonormal. It follows that the new cost function is maximized when \( Z = I \) and hence \( Q = UV^* \). Note that this analysis holds for the nearest unitary matrix to produce, analogously, \( Q = UV^* \).

2.8 Damped Least Squares

Recall that the damped least squares solution to the linear system \( Ax = b \) is

\[
x_{DLS} = (A^TA + \lambda^2 I)^{-1}A^Tb = A^T(\lambda^2 I + AA^T)^{-1}b
\]

This is known to be a reliable solution for underdetermined problems with poor condition (i.e., singular values close to zero) - but why? The SVD of the matrix \( A^T(\lambda^2 I + AA^T)^{-1} \) is
\[ A^T(AA^T + \lambda^2 I) = (UDV^T)^T((UDV^T)(UDV^T)^T + \lambda^2 I)^{-1} \]
\[ = VD^T U^T(UDD^T U^T + \lambda^2 UU^T)^{-1} \]
\[ = VD^T U^T(U(DD^T + \lambda^2 U^T)^{-1} U^T \]
\[ = VD^T (DD^T + \lambda^2 I)^{-1} U^T \]
\[ = VEU^T \]

where \( E = D^T(DD^T + \lambda^2 I)^{-1} \) is the diagonal matrix whose entries are
\[ e_{i,i} = \frac{\sigma_i}{\sigma_i^2 + \lambda^2} \]

Thus, when \( \sigma_i \gg \lambda \) the damped least squares solution is approximately equal to the pseudoinverse (SVD) solution; on the other hand, when \( \sigma_i \) is close to zero then the damped least squares solution prevents the pseudoinverse from "blowing up" in these directions. Effectively, this is like a "smooth" cutoff of the rank-deficient directions (rather than a hard threshold, which would normally be used).

### 2.9 Principal Component Analysis (PCA)

Let \( \tilde{x}_i \in R^m \) be a training sample and let \( \mu_i \) be its corresponding mean. The covariance of \( n \) training samples is defined to be

\[ \Sigma = \sum_{i=1}^{n} (\tilde{x}_i - \mu_i)(\tilde{x}_i - \mu_i)^T \]

Let \( x_i = \tilde{x}_i - \mu_i \) be the \( i \)th centered training sample and let

\[ X = [x_1 \cdots x_n] \]

be the design matrix of training data points. Then we may write \( \Sigma = XX^T \) where the normalization term \( \frac{1}{n} \) has been dropped for simplicity.

Consider computing the covariance matrix of the projection of this dataset onto a \( k \)-dimensional subspace spanned by \( \{u_1, u_2, \ldots, u_k\} \). For an arbitrary subspace we know that the projection of \( x_i \) onto \( U = [u_1 \cdots u_k] \) is given by \( \hat{x}_i = (U^T U)^{-1} U^T x_i \) and so the design matrix of the data represented in the new basis is \( \hat{X} = [\hat{x}_1 \cdots \hat{x}_n] = (U^T U)^{-1} U^T X \). It follows that the covariance matrix is

\[ \Sigma_U = \hat{X}\hat{X}^T \]
\[ = ((U^T U)^{-1} U^T X)((U^T U)^{-1} U^T X)^T \]
\[ = (U^T U)^{-1} U^T X X^T U (U^T U)^{-T} \]
In the case that the $u_i$ are an orthonormal basis, we have simply $\Sigma_U = U^TXX^TU$.

Consider computing the variance of the projection of the data onto a single dimension specified by the unit vector $\frac{u}{||u||}$. In this case we have

$$\sigma_u = \frac{u^TXX^Tu}{u^Tu}$$

The quadratic form involving $\Sigma = XX^T$ thus gives the variance of the data along any dimension! Further, we recognize this as a Rayleigh form; it can be shown that the maximum variance is given by the largest eigenvalue of $\Sigma$ and that this occurs when $u$ is equal to the corresponding eigenvector.

Note that PCA (Principal Component Analysis) is thus nothing more than the projection of the original data onto the subspace spanned by the directions in which the variance is largest.

### 2.10 Cholesky Decomposition

Let $A \in \mathbb{R}^{n \times n}$ be a symmetric (in general, Hermitian), positive definite or semi-definite matrix. Since $A$ is square, it can be decomposed (under certain conditions and ignoring permutations) as $A = LU$; however, since $A = A^T$ we have

$$U^TL^T = A^T = A = LU$$

which implies that $U = L$ and hence $A = LL^T$. This is known as the Cholesky decomposition. It is implied that this factorization is only valid for positive-definite and positive semi-definite $A$ since $x^TAx = x^TLL^Tx = ||L^Tx||^2 \geq 0$. When $A$ is semi-definite, however, the factorization may not exist.

Note that we can also write this as $A = LDL^T$ where $L$ is again lower triangular but with diagonal entries equal to one and $D$ is the diagonal matrix of the eigenvalues of $A$. While the Cholesky decomposition is valid only for positive semi-definite matrices (since it involves square roots of the eigenvalues of $A$ which would cause the result to otherwise be complex), the so-called symmetric indefinite factorization $A = LDL^T$ avoids taking square roots and is thus valid for any square matrix.

The matrix $L$ in the Cholesky factorization is lower triangular and a matrix square root $A^{1/2}$ of $A$. The square root of a matrix is not unique; for example, for some positive-definite $A$ we have the spectral factorization (in this case the SED or symmetric eigenvalue decomposition) $A = QAQ^T$ and thus can define $A^{1/2} = QA^{1/2}Q^T$.

#### 2.10.1 Generating samples from a multivariate Gaussian

Consider a matrix $X \in \mathbb{R}^{m \times n}$ composed of $n$ mean-centered data samples each of dimension $m$ (each column is a sample). We know that the covariance matrix of these samples is given by $\Sigma = XX^T$. Now, suppose that the points are independent and identically distributed according to a standard normal distribution so that $\Sigma = I$. Now, let $P$ be an arbitrary covariance matrix and $L$ its matrix square root.
Then we can correlate the sample according to $P$ by transforming $\tilde{X} = LX$ so that $\tilde{\Sigma} = \tilde{X}\tilde{X}^T = (LX)(LX)^T = LXX^TL^T = LL^T = P$. Similarly, if $X$ has covariance $P$ then $\tilde{X} = L^{-1}X$ has covariance $I$ - in other words, $L^{-1}$ uncorrelates the data samples. The matrix $L$ is any square root, but it is often computationally advantageous to choose the Cholesky factor. This is used for generating normally distributed data with a particular covariance matrix in MATLAB. It’s also the basis for generating a set of “sigma points” which capture the mean and covariance of a distribution in an Unscented Kalman Filter - the $2n$ sigma points are chosen as the UKF mean plus/minus the columns of the matrix $\sqrt{n}P$ which guarantees that their mean is the UKF mean and their covariance matrix is $\Sigma = \frac{1}{n}(\sqrt{n}P)(\sqrt{n}P)^T = \sqrt{P}\sqrt{P}^T = P$ as desired. This is not the only way to choose the sigma points so that they capture the mean and covariance of the filter (the matrix square root is not unique) but it has been shown to be the ”best.”

\section*{2.11 Statistical Significance}

\subsection*{2.11.1 Mahalanobis Distance}

The Mahalanobis distance measures the distance between a point $x$ and a distribution parameterized by mean $\mu$ and covariance matrix $\Sigma$. This can be used, for example, to determine whether or not $x$ belongs to the set described by the distribution.

In a single dimension, we would intuitively measure the distance of $x$ from the distribution by computing how many standard deviations $x$ lies from the mean $\mu$. That is,

$$d(x) = \frac{x - \mu}{\sigma}$$

The Mahalanobis distance generalizes this concept to higher dimensions; it is computed as

$$d(x) = \sqrt{(x - \mu)^T\Sigma^{-1}(x - \mu)}$$

Suppose we have a multivariate Gaussian distribution $D$ with zero mean and the covariance matrix $\Sigma = diag(2, 5)$. This implies that the data in the y-direction is spread out more than the data in the x-direction. Accordingly, the distance of a point from the distribution should take this into account. By computing distance with respect to $\Sigma^{-1}$, we weight distance according to the spread of the data; the more spread in a direction, the less the distance. The Mahalanobis distance thus accounts for this effect.

Note that we can define a general distance metric between any two points $x, y \sim D$ as

$$d(x, y) = \sqrt{(x - y)^T\Sigma^{-1}(x - y)}$$
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2.11.2 Chi-squared Distribution

The Chi-squared distribution (abbreviated $\chi^2$ or $\chi^2_k$ to denote $k$ degrees of freedom) is the distribution of a sum of the squares of $k$ independent standard normal random variables.

That is, given $Z_1, \ldots, Z_k$ independent standard normal random variables (random variables each drawn from an independent 1-D Gaussian distribution having zero mean and unit variance) then

$$Q = \sum_{i=1}^{k} Z_i^2 \sim \chi^2_k$$

or in other words $Q$ is Chi-squared distributed.

Relationship between Chi-squared distribution and Mahalanobis distance

In the case of a multivariate normal distribution, the covariance matrix $\Sigma$ is simply the identity. Then the squared distance of a point to the mean (which is zero) is $\chi^2$-distributed.

For a general multivariate Gaussian distribution $D \sim \{\mu, \Sigma\}$, we know that we can uncorrelate a point $x$ drawn from $D$ by transforming it as $\bar{x} = L^{-1}x$ where $L$ is computed from the Cholesky decomposition $\Sigma = LL^T$. It follows that $z = L^{-1}(x - \mu)$ is a vector of independent standard normal random variables and thus

$$z^T z = (x - \mu)^T L^{-T} L^{-1} (x - \mu) = (x - \mu)^T \Sigma^{-1} (x - \mu)$$

is $\chi^2$-distributed. This is also the squared Mahalanobis distance of $x$ from $D$, implying that for a general multivariate Gaussian distribution the $\chi^2$ distribution is nothing more than the distribution over squared Mahalanobis distances.

The Chi-squared distribution allows us to determine the likelihood of data by using its cumulative distribution function (CDF). This is related to the $p$-value used in statistics.

Why not simply use the CDF of the multivariate Gaussian distribution itself in order to compute likelihood? The problem is that this CDF has no closed-form expression. However, we know that the PDF is monotonically-decreasing with respect to the Mahalanobis distance, allowing us to instead compute the probability that a point falls inside the ellipsoid determined by the Mahalanobis distance. This is $\chi^2$-distributed and hence has a closed-form CDF.

Kalman Filter Validation Gates

A validation gate is a method for determining whether a measurement in a Kalman Filter (here an EKF) agrees with the assumed measurement model (and thus whether it contains useful information and should be used for an update).

The idea is simple: compute the Mahalanobis distance of the innovations $v_{k+1}$ of the current measurement with respect to the covariance of the innovations $S_{k+1}$. That is,
\[ e^2 = v_{k+1}^T S_{k+1}^{-1} v_{k+1} \]

where \( v_{k+1} = z_{k+1} - \hat{z}_{k+1} \) and \( S_{k+1} = H_{k+1} P_{k+1} H_{k+1}^T + R_{k+1} \). Since we know that this distance \( e^2 \) is a squared Mahalanobis distance and is thus \( \chi^2 \)-distributed, we can set a confidence level and reject any measurement for which \( e^2 \geq g^2 \) where \( g^2 \) is looked up using the \( \chi^2 \) CDF and chosen confidence level.

Alternatively, if our measurements come from sensors prone to modes of failure which we know how to model, then we can use a similar method both to detect failure and switch measurement models. This is done by computing the squared Mahalanobis distance as above for all measurement models corresponding to all possible modes of failure and choosing the model with the smallest distance. In this way, we can continue to use the measurements rather than rejecting them. This could be useful, for example, if a GPS receiver fails in such a way that it continues to report correct positions but with much more noise; the measurements remain useful but their statistical properties have changed.

### 2.12 Skew-Symmetric Matrices

The quadratic form of a skew-symmetric matrix is
\[
x^T A x = -x^T A^T x = -(x^T A x)^T = -x^T A x
\]
since the transpose of a number is just itself. In order for
\[ x^T A x = -x^T A x \]
to hold, we must have \( x^T A x = 0 \).

### 2.13 Positive Definiteness

**Theorem:** For any positive-definite matrix \( M \) and invertible \( Q \), the forms \( Q^T M Q \) and \( Q^{-1} M Q \) are also positive-definite.

**Proof.** Since \( M \) is positive-definite, it admits a Cholesky factorization of the form \( M = R^T R \) where \( R \) is upper-triangular. We thus have \( Q^T M Q = Q^T R^T R Q \). For any \( x \), we can thus write \( x^T Q^T M Q x = x^T Q^T R^T R Q x = (Q R x)^T (Q R x) = \|Q R x\|^2 \geq 0 \) with equality iff \( x = 0 \).

### 2.14 Cayley-Hamilton Theorem

Let \( A \) be an \( n \times n \) matrix and let \( p(\lambda) = \det (\lambda I - A) \) denote the characteristic polynomial of \( A \). Then \( p(A) = 0 \).
This can be proven easily for the specific case in which $A$ is diagonalizable, though the general case holds for all such matrices.

Using this assumption, $A$ can be diagonalized as

$$A = SDS^{-1}$$

where $S$ is an invertible matrix and $D$ is the diagonal matrix

$$D = \begin{pmatrix}
    \lambda_1 & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & 0 \\
    0 & \cdots & 0 & \lambda_n
\end{pmatrix}$$

The $k^{th}$ power of $D$ is then given by

$$D^k = \begin{pmatrix}
    \lambda_1^k & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & 0 \\
    0 & \cdots & 0 & \lambda_n^k
\end{pmatrix}$$

which implies that

$$p(D) = \begin{pmatrix}
    p(\lambda_1) & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & 0 \\
    0 & \cdots & 0 & p(\lambda_n)
\end{pmatrix}$$

Each of these numbers $\lambda_j$ is an eigenvalue of $A$ which implies that $p(\lambda_j) = 0$ for $j = 1, \cdots, n$; thus, $p(D) = 0$.

Since $A = SDS^{-1}$ implies $A^k = SD^kS^{-1}$ for all $k$ we therefore have $p(A)A = Sp(D)S^{-1}$. Since $p(D) = 0$, we must have $p(A) = 0$.

2.14.1 Cayley-Hamilton Theorem (General Proof)

Recall that a vector $x$ is an eigenvector of $A$ corresponding to the eigenvalue $s$ if

$$Ax = sx$$

This leads to the equation

$$(sI - A)x = 0$$

where $\Phi(s) = (sI - A)^{-1}$ is the resolvent.

Obviously this holds for any value of $s$ with the vector $x = 0$ but this is uninteresting; an eigenvector is defined as a vector which, when acted upon by $A$ is only scaled (does
not change direction). We therefore first solve for eigenvalues by requiring $x \neq 0$; this implies that the resolvent does not exist - in other words, $\det(sI - A)$ must be zero (otherwise only the zero vector would lie in its nullspace).

Expanding this determinant yields the characteristic polynomial

$$D(s) = \det(sI - A) = s^n + a_1s^{n-1} + \cdots + a_{n-1}s + a_n$$

which is an $n^{th}$ degree polynomial in $s$ having coefficients $[1, a_2, \ldots, a_n]$ which are each functions of the elements of $A$. To verify that $D(s)$ must have degree $n$, note that one term is the product of the diagonal elements of $(sI - A)$, i.e. $(s - a_{11})(s - a_{22})\cdots(s - a_{nn})$; this is clearly a polynomial of degree $n$ with the coefficient of $s^n$ being unity. Further, every other term will involve at most $n - 1$ diagonal elements and will thus have, at most, degree $n - 1$.

The characteristic equation of $A$ is then defined to be

$$D(s) = \det(sI - A) = s^n + a_1s^{n-1} + \cdots + a_{n-1}s + a_n$$

This is an equation with $n$ roots which correspond to the eigenvalues of the system

Note that from Cramer’s rule the inverse of any matrix - here $(sI - A)$ - can be written as

$$\Phi(s) = (sI - A)^{-1} = \frac{\text{adj}(sI - A)}{\det(sI - A)}$$

where $\text{adj}(sI - A)$ denotes the adjoint matrix of $A$. Each element of this matrix corresponds to the determinant of a submatrix of $A$ having one row and one column removed; thus, the adjoint can be written as a matrix polynomial of the form

$$\text{adj}(sI - A) = E_1s^{n-1} + E_2s^{n-2} + \cdots + E_n$$

since each of its elements is a characteristic polynomial of order $n - 1$ corresponding to a submatrix of $A$. Note that since the adjoint is $n \times n$ each matrix $E_i$ is also $n \times n$. We can then write

$$\text{adj}(sI - A) = (sI - A)^{-1}\det(sI - A) = E_1s^{n-1} + E_2s^{n-2} + \cdots + E_n$$

from Cramer’s rule. Multiplying both sides by $(sI - A)$ yields

$$\det(sI - A) = (sI - A)(E_1s^{n-1} + E_2s^{n-2} + \cdots + E_n)$$

Substituting the characteristic polynomial on the left hand side and expanding the multiplication on the right hand side produces

$$s^nI + a_1s^{n-1}I + \cdots + a_{n-1}sI + a_nI = E_1s^n + (E_2 - AE_1)s^{n-1} + \cdots + (E_n - AE_{n-1})s - AE_n$$
Equating powers of $s$ on either side yields the following set of equations which can be solved recursively for the coefficient matrices composing the adjoint given the coefficients $a_i$ of the characteristic polynomial.

\[
\begin{align*}
E_1 &= I \\
E_2 - AE_1 &= a_1 I \\
E_3 - AE_2 &= a_2 I \\
&\vdots \\
E_n - AE_{n-1} &= a_{n-1} I \\
- AE_n &= a_n I
\end{align*}
\]

This is not our purpose here, though. Instead we write in order

\[
\begin{align*}
E_2 &= AE_1 + a_1 I = AI + a_1 I = A + a_1 I \\
E_3 &= AE_2 + a_2 I = A^2 + a_1 A + a_2 I \\
E_4 &= AE_3 + a_3 I = A^3 + a_1 A^2 + a_2 A + a_3 I \\
&\vdots \\
E_n &= A^{n-1} + a_1 A^{n-2} + \cdots + a_{n-1} I
\end{align*}
\]

Multiplying the last equation by $A$ yields

\[AE_n = A^n + a_1 A^{n-1} + \cdots + a_{n-1} A\]

but from before we have $- AE_n = a_n I$. Thus,

\[- a_n I = A^n + a_1 A^{n-1} + \cdots + a_{n-1} A\]

and hence

\[A^n + a_1 A^{n-1} + \cdots + a_{n-1} A + a_n I = 0\]

The result is the characteristic equation of $A$ with powers of $A$ substituted for powers of $s$; this is the Cayley-Hamilton theorem which essentially says that every matrix satisfies its own characteristic equation.

### 2.15 Quadratic Forms, Norms, and Singular Values

The following expression
is known as a quadratic form; in matrix notation this is
\[ q = x^T Ax \]

It is important to note that the matrix \( A \) corresponding to \( q \) is not unique since the coefficient of the product \( x_i x_j \) is \( (a_{ij} + a_{ji}) \); any matrix \( \tilde{A} \) with \( (\tilde{a}_{ij} + \tilde{a}_{ji}) = (a_{ij} + a_{ji}) \) will produce the same quadratic form \( q \). The quadratic form is therefore specific to symmetric matrices as this guarantees uniqueness.

Consider the transformation of variables
\[ x = Ty \]

The quadratic form can be expressed in terms of this transformation as
\[ q = y^T \tilde{A} y = y^T T^T A T y = y^T B y \]

where \( B = T^T A T \); this is known as a congruence transformation (\( A \) and \( B \) are congruent matrices). Such a transformation can always be found for a real, symmetric matrix \( A \) which diagonalizes \( A \) such that \( B = \Lambda = T^T A T \) is diagonal. In this case \( T \) is the orthogonal matrix or the eigenvectors of \( A \) and \( \Lambda \) has the (all real) eigenvalues of \( A \) on its diagonal. The quadratic form thus becomes
\[ q = y^T \Lambda y = \begin{pmatrix} \lambda_1 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_n \end{pmatrix} \begin{pmatrix} y_1 \\ \vdots \\ y_n \end{pmatrix} \]

Thus the quadratic form is
\[ q = \lambda_1 y_1^2 + \lambda_2 y_2^2 + \cdots + \lambda_n y_n^2 \]

### 2.16 Condition Number

First, the sub-ordinate matrix norm (in general) is defined as
\[ ||A|| = \max_{||x||\neq 0} \frac{||Ax||}{||x||} = \max_{||x||=1} ||Ax|| \]

The condition number of a matrix \( A \) is given by
\[ \kappa(A) = ||A|| ||A^{-1}|| \]

and is derived is as follows. Consider the linear system
\[ Ax = b \]

The condition number describes how much the solution \( x \) changes due to a perturbation in the values in \( b \). Thus, also consider the perturbed system

\[ A\tilde{x} = b + \delta b \]

The magnitude of the absolute error in \( x \) is therefore given by

\[ \|\tilde{x} - x\| = \|A^{-1}\delta b\| \leq \|A^{-1}\||\delta b|| \]

Also, since \( \|b\| = \|Ax\| \leq \|A\||\|x\| \) for any \( x \) (by definition of the matrix norm) then

\[ \frac{1}{\|x\|} \leq \frac{\|A\|}{\|b\|} \]

Therefore, the relative change in the solution is

\[ \frac{\|\tilde{x} - x\|}{\|x\|} \leq \|A\||\|A^{-1}\||\|\delta b\||\|b\|\] \]

We thus find that the relative change in \( x \) is at most \( \kappa(A) = \|A\||\|A^{-1}\| \) times the relative change in \( b \).

If the chosen norm \( \|A\| \) denotes the 2-norm of the matrix \( A \), then \( \|A\|_2 \) is computed as follows.

\[ \|A\|_2 = \max_{\|x\|=1} \left( (Ax)^T(Ax) \right)^{\frac{1}{2}} = \max_{\|x\|=1} \left( x^T A^T Ax \right)^{\frac{1}{2}} = \max_{\|x\|=1} \left( \lambda_{A^T A} x^T x \right)^{\frac{1}{2}} = \max_i \sqrt{\lambda_{A^T A,i}} \]

2.17 Least Squares

2.18 Normal Equations:

The first solution comes directly from forming the normal equations in their matrix-vector form

\[ A^T Ax = A^T b \]

and solving for \( x \) using Gaussian Elimination via the MATLAB command \( x = NE = (A^T * A) \setminus (A^T * b) \). Since the columns of \( A \) are constructed to be linearly independent, this solution is unique.

If the matrix \( A \) is rank-deficient (has dependent columns) or if \( n > m \) then \( A^T A \) is singular and the normal equations break down. In this case the system is underdetermined - there exist an infinite number of solutions which minimize the squared 2-norm of the residual.
In this case, one must further constrain the problem. This is commonly done by seeking the solution which both minimizes the residual and has the smallest $2$-norm $||x||_2$. This solution is computed using the (right?) pseudoinverse to be

$$x = A^T(AA^T)^{-1}b$$

### 2.19 QR Decomposition:

The matrix $A$ can be factored into the product of a matrix $Q$ which has orthogonal columns and an upper-triangular matrix $R$ using the QR decomposition.

Assuming $A \in \mathbb{R}^{m \times n}$ with $m > n$ and full column rank $n$, the so-called “full” QR decomposition results in $Q \in \mathbb{R}^{m \times m}$ and $R \in \mathbb{R}^{m \times n}$.

Here, the first $n$ columns of $Q$ form an orthonormal basis $Q_1$ for the column space $R(A)$ and the remaining $m - n$ columns form an orthonormal basis $Q_2$ for the left nullspace $N(A^T)$. $Q$ is orthogonal and thus $Q^TQ = QQ^T = I$.

The first $n$ rows and columns of the matrix $R$ form an upper-triangular matrix which describes the steps taken to transform the basis given by the original columns of $A$ into the orthogonal basis given by the columns of $Q_1$. The remaining $m - n$ rows of $R$ are zero.

The factorization can thus be written in block form as

$$A = (Q_1 \quad Q_2) \begin{pmatrix} R_1 \\ 0 \end{pmatrix}$$

We thus have that $A = Q_1R_1$; this is the “economy” factorization. Note that in this case $Q_1$ is not orthogonal but $Q_1^TQ_1 = I$. The fact that the basis for $N(A^T)$ gets multiplied by a matrix of zeros underlies the fact that the matrix $A$ does not specify a basis for the nullspace - we can choose any basis, even an orthonormal one if we’d like!

Consider the same linear system written in terms of the “full” QR factorization:

$$QRx = b$$

Using the fact that $Q^TQ = I$ we have the system $Rx = Q^Tb$. We note that the the first $n$ components of the vector $Q^Tb$ are the projection of $b$ onto the orthonormal basis for the column space; the last $m - n$ components are the projection of $b$ onto the orthonormal basis of the left nullspace. It thus follows that

$$Rx = Q^Tb = \begin{pmatrix} c \\ d \end{pmatrix}$$

where $c$ is the right hand side corresponding to the least-squares system $R_1x = c$ and $d$ is the residual! Note that $d$ is the residual expressed in terms of the orthonormal basis $Q_2$: it is not the same residual as for the original system (which is $r = b - Ax$) but it does have the same magnitude.
Recall the formulation of the least squares solution for an overdetermined system. We sought the solution which minimized the $L_2$ norm of the residual $r = b - Ax$ or, in terms of geometry, sent the residual to the left nullspace $N(A^T)$ to achieve an orthogonal projection into the column space $R(A)$. This is precisely what multiplying $b$ by $Q^T$ does! The vector $c$ corresponds to the portion of $b$ which lies in the transformed column space of $A$; we need only use $R_1$ to bring the solution back into the original (non-orthonormal) basis of $A$.

Since $R_1$ is upper-triangular, $R_1x = c$ is solved easily via backsubstitution. The solution $x$ can thus be solved for using the command $x_{QR} = R_1\backslash(Q_1' \ast b)$.

Note that, in general, the QR decomposition is not unique; there are an infinite number of orthonormal bases which can be chosen to compose $Q$. If $A$ is square and invertible then enforcing $r_{ii} > 0$ in $R$ guarantees uniqueness and if $A$ is rectangular with full rank then enforcing $r_{ii} > 0$ in $R_1$ guarantees uniqueness.

The full QR decomposition is performed in MATLAB using Householder transformations (reflections) of the form
\[ H = I - 2\frac{uu^T}{u^Tu} \]

Applying $H$ to any vector $x$ reflects the vector about the plane defined by the chosen normal $u$.

Note that $H$ is both symmetric and orthonormal so $H^{-1} = H^T = H$ and thus $H^TH = H^2 = I$.

The goal of using such reflection matrices to perform QR decomposition is to reduce, one column at a time, the matrix $A$ to the upper-triangular matrix $R$.

Note that, since $H$ is orthogonal, $||Hx||_2^2 = x^TH^THx = x^Tx = ||x||_2^2$. Thus we can only use such matrices to transform a vector into another vector of the same length!

### 2.20 MATLAB Solution:

The MATLAB solution to any linear system $Ax = b$ is computed using the command $x_{MAT} = A\backslash b$. If $A$ is invertible, the solution is directly computed using Gaussian Elimination. If $A$ is rectangular with $m > n$, however, then MATLAB first performs QR factorization and then uses this to compute the least-squares solution as was done to compute $x_{QR}$.

### 2.21 SVD:

Recall that square matrices with independent eigenvectors can be diagonalized as $A = SAS^{-1}$ or, for symmetric matrices, $A = QAQt$. The concept of eigenvectors and eigenvalues is restricted to such square, invertible matrices. However, the Singular Value Decomposition allows us to diagonalize any matrix $A \in \mathbb{R}^{m \times n}$ having rank $r$ using not one basis $S$ or $Q$ but two bases $U$ and $V$. This factorization is then
$A = UΣVT$

where $U ∈ R^{nxr}$ and $V ∈ R^{mxr}$ each have orthonormal columns and $Σ ∈ R^{r×r}$ is the diagonal matrix of singular values of $A$.

Forming $A^T A$ using the SVD reveals that

$$A^T A = VΣ^TU^TUΣV^T = VΣ^TΣV^T$$

which, since $A^T A$ is symmetric, means the right singular vectors (columns of $V$) are the eigenvectors of $A^T A$ and the singular values are the square roots of the eigenvalues of $A^T A$.

One can thus compute the SVD by forming $A^T A$ and $AA^T$ and computing the corresponding eigenvectors/eigenvalues. Alternatively, since the vectors in $U$ and $V$ are related through the singular values, one can find the vectors of one matrix directly from those of the other. Note that $U$ and $V$ are conventionally constructed such that the singular values down the diagonal of $Σ$ are ordered from greatest to least (this specifies how to arrange the vectors in these matrices since in theory there is no “correct” way to order the eigenvectors - this convention is just most useful).

Forming $AA^T$ (also symmetric) similarly results in

$$AA^T = UΣΣ^TU^T$$

so the left singular vectors (columns of $U$) are the eigenvectors of $AA^T$ and the singular values are also the square roots of the eigenvalues of $AA^T$.

The above form of the SVD is often referred to as the “economy-size” SVD. Just as we had the “full” QR decomposition which added to the matrix $Q$ an orthonormal basis for the left nullspace, we have the “full” SVD which adds to $U$ an orthonormal basis for the left nullspace $N(A^T)$ and adds to $V$ an orthonormal basis for the nullspace $N(A)$. We thus have the same factorization

$$A = UΣVT$$

where $U ∈ R^{nxn}$ and $V ∈ R^{mxm}$ together specify orthonormal bases for all four fundamental subspaces and $Σ ∈ R^{m×n}$ has gained an additional $m - r$ rows and $n - r$ columns of zeros. The full SVD is still computed from the eigendecompositions of $A^T A$ and $AA^T$ but one additionally needs to find bases for the nullspaces in order to make $U$ and $V$ square. The way the SVD represents the four subspaces can be seen as follows. Since $V^TV = I$ we can write

$$AV = UΣ$$

which makes it clear that the vectors in $V$ belong to the row space $R(A^T)$ and nullspace $N(A)$ of $A$ (since $AV$ is composed from inner products between the rows of $A$ and the columns of $V$, and since the last $n - r$ columns of $UΣ$ are zero). Likewise, the
vectors in $U$ belong to the column space $R(A)$ and left nullspace $N(A^T)$ of $A$ as can been seen in the same way by writing

$$U^T A = \Sigma V^T \rightarrow A^T U = V \Sigma$$

We have $r$ of each of these vectors and thus (since the rank of the matrix is equal to the dimensionality of both row and column space) the matrices $U$ and $V$ must specify orthonormal bases for these spaces!

The SVD is a product of investigating the eigenproblem for $A^T A$ (or $AA^T$). We have

$$A^T Av_i = \sigma_i^2 v_i$$

where we define $v_i$ to already be normalized such that the eigenvectors are unit vectors. Multiplying both sides by $v_i^T$ yields

$$v_i^T A^T Av_i = \sigma_i^2 v_i^T v_i$$

$$(Av_i)^T (Av_i) = \sigma_i^2$$

$$||Av_i||_2^2 = \sigma_i^2$$

which implies that $||Av_i||_2 = \sigma_i$. Multiplying both sides of the eigenvalue equation for $A^T A$ instead by $A$ yields

$$A(A^T Av_i) = \sigma_i^2 Av_i$$

$$(AA^T)Av_i = \sigma_i^2 Av_i$$

$$AA^T (Av_i) = \sigma_i^2 (Av_i)$$

and thus $u_i = \frac{Av_i}{||Av_i||_2} = \frac{Av_i}{\sigma_i}$ is a unit eigenvector of $AA^T$.

Note that $A$ can also be written in terms of $r$ rank one projections as

$$A = u_1 \sigma_1 v_1^T + u_2 \sigma_2 v_2^T + \cdots + u_r \sigma_r v_r^T$$

using the SVD. Note that the sum of $r$ rank one matrices is a matrix with rank $r$. An application such as image compression thus simply expresses the image as a matrix and approximates it using the $n$ rank one matrices corresponding to the $n$ largest singular values. This is then the best rank $n$ approximation to the original image.

The pseudoinverse can be formed from the SVD and used to solve least-squares problems as

$$x = A^+ b = V \Sigma^{-1} U^T b$$

This solution $x_{SVD}$ is defined for any matrix $A$; when $m > n$ and $\text{rank}(A) = n$, it identical (from a theoretical standpoint) to the other least-squares solutions described above. From a numerical standpoint, however, the SVD solution is the most stable of all solutions.
2.22 Conjugate Gradient Method

Again we wish to solve $Ax = b$ where $A \in \mathbb{R}^{n \times n}$ is symmetric and positive-definite; the conjugate gradient method achieves this by expressing the solution in terms of a basis of conjugate directions. Two vectors $u$ and $v$ are said to be conjugate (with respect to $A$) if

$$u^T A v = 0$$

This defines an inner product with respect to $A$ which can be written as $\langle u, v \rangle_A$. It’s clear that if $u$ is conjugate to $v$ then $v$ is conjugate to $u$ since

$$\langle u, v \rangle_A = u^T A v = v^T A^T u = v^T A u = \langle v, u \rangle_A$$

Suppose we (somehow) find a set of mutually conjugate vectors $\{p_1, \ldots, p_n\}$; these form a basis for $\mathbb{R}^n$ so we can express the solution to $Ax = b$ as

$$x^* = \sum_{i=1}^{n} \alpha_i p_i$$

We can thus write

$$Ax^* = \sum_{i=1}^{n} \alpha_i A p_i$$

$$p_k^T A x^* = \sum_{i=1}^{n} \alpha_i p_k^T A p_i$$

$$p_k^T b = \alpha_k p_k^T A p_k$$

and thus we can solve for $\alpha_k$ for any $k = 1, \ldots, n$ as

$$\alpha_k = \frac{p_k^T b}{p_k^T A p_k}$$

The use of the conjugate gradient method as a direct method for solving $Ax = b$ as shown above is not particularly advantageous over other methods; its real use is as an iterative method. Because of the way in which the basis is chosen (formed from conjugate directions), we can actually get away with using only a few of these directions to approximate the solution. This is especially useful for solving large linear systems approximately.

The iterative method proceeds in a fashion similar to Gram-Schmidt orthogonalization; we can consider the conjugate gradient method as being similar to using an orthogonal basis to solve the problem (for example QR decomposition-based methods) however the use of conjugacy with respect to $A$ rather than plain orthogonality means the chosen basis is “better” and leads to much faster convergence.
This method is called the conjugate gradient method because the iterative solution chooses the first basis vector as the gradient and chooses the remainder to be conjugate with respect to $A$.

The method can be applied to nonlinear systems as well for which the gradient is available (numerically or analytically).

### 2.23 Underdetermined Systems

Consider the linear system

$$Ax = b$$

where $A \in \mathbb{R}^{m \times n}$ has $n > m$ and is full rank; that is, there are more unknowns than equations. In this case the columns of $A$ span all of $\mathbb{R}^n$; there is no left nullspace $N(A^T)$ and thus there must exist a solution to the system.

There is, however, a nullspace $N(A)$ with dimension $n - m$ and thus infinite solutions of the form $x = x_p + \sum_{i}^{n-m} c_i x_{ni}$ exist where the $c_i$'s are arbitrary constants (since solutions in the nullspace do not affect the solution to the system). Any of these solutions will do, but for a particular application it may be desirable to shape the solution in some way by exploiting this redundancy in the solution.

In many applications, the most suitable solution is that with the minimum norm $\|x\|_2$ of all solutions. This solution must be $x = x_p$, otherwise we could simply add solutions from the nullspace to grow the norm without affecting the product $Ax$. We thus desire the unique solution $x$ which lies entirely in the row space (has no component in the nullspace).

One method of obtaining this solution while simultaneously guaranteeing good numerical properties is through the use of QR decomposition.

We know that QR decomposition for an overdetermined system with full column rank ($A \in \mathbb{R}^{m \times n}, r = n$) provides us with orthonormal bases for the column space $R(A)$ and left nullspace $N(A^T)$ of $A$. This means that the QR decomposition of the transpose of an underdetermined system with full row rank ($A \in \mathbb{R}^{m \times n}, r = m$) provides us with orthonormal bases for the other two subspaces - the row space $R(A^T)$ and the nullspace $N(A)$. Thus,

$$A^T = QR = (Q_1 \quad Q_2) \begin{pmatrix} R_1 \\ 0 \end{pmatrix}$$

where $Q_1 \in \mathbb{R}^{n \times n}$ is the basis for $R(A^T)$, $Q_2 \in \mathbb{R}^{n \times n-m}$ is the basis for $N(A)$ and $R_1 \in \mathbb{R}^{m \times m}$ is the upper triangular matrix used to orthogonalize $A^T$. We then have $A = R^T Q^T$ and thus the system $Ax = b$ becomes

$$\begin{pmatrix} R_1^T \\ 0 \end{pmatrix} \begin{pmatrix} Q_1^T x \\ Q_2^T x \end{pmatrix} = b$$
It’s clear from the above expression that the solution vector can be broken into two components - one which is a projection onto the row space and the other which is a projection onto the nullspace. As discussed above, we want the solution to lie entirely in the row space - this means that the projection $Q^T_2 x$ onto the nullspace should be zero. We therefore have the system

$$R^T_1 Q^T_1 x = b$$

for which the solution is the desired minimum norm solution. We define $z = Q^T_1 x$ and solve first $R^T_1 z = b$ by forward substitution ($R^T_1$ is lower triangular) and then solve for $x$ as $x = Q_1 z$.

Note that the pseudoinverse from the SVD also produces the minimum norm solution in such a case.

### 2.24 Projections Onto Subspaces

Formally, we define a (linear, orthogonal) projection on a finite-dimensional vector space $W$ to be the operator $P : W \rightarrow U$ where $U$ and $V$ are the range and kernel of $P$, respectively.

Properties of this projection are as follows:

- First, $P$ is idempotent ($P^k = P$ for any $k \geq 1$) - in other words, projecting more than once does not change the result.

- Second, $P$ is the identity operator on $U$, ie $P x = x \forall x \in U$ - this follows from idempotence.

- Additionally, we have that $W = U \oplus V$ where $\oplus$ denotes the direct sum - this means that any vector $x \in W$ can be decomposed as $x = u + v$ where $u = Px$ and $v = x - Px = (I - P)x$.

From the last point, we have that $P$ projects onto the subspace $U$ and $Q = (I - P)$ projects onto the orthogonal complement of $U$, here $V$. This will come in handy later.

Now, let $A$ be a matrix onto the columns of which we wish to project a vector $b$. This is precisely the problem least-squares solves. Recall that the general solution is $\hat{b} = Pb$ where $P = A(A^T A)^{-1}A^T$; we can easily verify that $P^2 = A(A^T A)^{-1}A^T A(A^T A)^{-1}A^T = A(A^T A)^{-1}A^T$ so $P$ is idempotent. Keep in mind that this formula is derived with respect to the standard 2-norm - if we have chosen a weighted norm such as $||x||_W = \sqrt{x^T W x}$ then we would recover the weighted least-squares solution.

Anyway, the point is that the least-squares solution is just a projection. Now, let’s assume $A$ is a matrix composed of orthonormal basis vectors (such that $A^T A = I$). Then clearly the projection reduces to $P = AA^T$. The term $(A^T A)^{-1}$ in the general least-squares solution is a sort of “normalization factor.”

Let’s return to the fact that $(I - P)$ projects onto the orthogonal complement of the subspace spanned by projection $P$. This shows up in solving underdetermined systems, ie
\[ Ax = b \]

where \( A \in \mathbb{R}^{m \times n} \) has \( n > m \) and is full rank; that is, there are more unknowns than equations, leading to infinite solutions. We can decompose the general solution to the problem as

\[ x = Pb + (I - P)b \]

where \( P \) is an orthonormal basis for the row space and \((I - P)\) an orthonormal basis for the nullspace of \( A \). We can find these in infinite ways, but once choice is to use the SVD. Recall from \( A = U \Sigma V^T \) that \( V \) holds an orthonormal basis for the row space and its orthogonal complement, the nullspace. We have that

\[ x = A^\dagger b + (I - A^\dagger A)b_0 \]

where \( A^\dagger = V \Sigma^\dagger U^T \) and \( b_0 \) is an arbitrary vector. It’s clear that \( Ax = AA^\dagger b + A(I - A^\dagger A)b_0 = b \) since \( AA^\dagger = I \), but let’s take a closer look.

\[
\begin{align*}
    x &= A^\dagger b + (I - A^\dagger A)b_0 \\
    &= (V \Sigma^\dagger U^T)b + (I - (U \Sigma V^T)(V \Sigma^\dagger U^T))b_0 \\
    &= (V \Sigma^\dagger U^T)b + (VV^T - (V \Sigma^\dagger U^T)(U \Sigma V^T))b_0 \\
    &= (V \Sigma^\dagger U^T)b + (V(I - \Sigma^\dagger \Sigma)V^T))b_0
\end{align*}
\]

The second term in this last line has \( \Sigma^\dagger \Sigma \) which is a diagonal matrix with ones in the first \( r \) diagonal entries and zeros on the remaining \( n - r \) - so \((I - \Sigma^\dagger \Sigma)\) instead has ones in the last \( n - r \) spots. This is a “selector” matrix which picks out the orthonormal basis for the nullspace contained in the last columns of \( V \). Hence, \((I - A^\dagger A)\) nothing more than a projector into the nullspace of \( A \), allowing for an arbitrary choice of \( b_0 \).
Chapter 3

Differential Geometry

3.1 Stuff

3.1.1 Curves, Surfaces and Manifolds

A (topological) manifold is, roughly speaking, a space which is locally Euclidean. A manifold is said to be of dimension $n$ if there exists at every point a homeomorphism (continuous map having a continuous inverse) between a neighbourhood of that point and $\mathbb{R}^n$. In this case, it is called an $n$-manifold; in general it is assumed that manifolds have a fixed dimension (they are pure). For example, a one-dimensional manifold is a curve; a two-dimensional manifold is a surface.

A chart is an invertible, structure-preserving map (homeomorphism) $\phi$ between an open subset of the manifold $U$ and $n$-dimensional Euclidean space and is denoted by $(U, \phi)$. In general, it is not possible to cover the entire manifold with a single chart; the collection of multiple, overlapping charts which describes a manifold is called an atlas. Recall that we described curves in terms of a single parameter $t$ along with a map $\alpha(t)$; similarly, we described surfaces in terms of the parameter space defined by $u$ and $v$ along with a map $x(u, v)$. An atlas of charts can thus be thought of as the extension of these parameterizations to general $n$-manifolds.

Smoothness

A differentiable or smooth manifold is a manifold which has a global differential structure, allowing differential calculus to be done on the manifold. Any manifold can be given local differential structure at a point by constructing the linear tangent space from its chart; however, in order to induce a global differential structure, we must impose smoothness constraints on the intersections of different charts in the manifold’s atlas.

Consider an arbitrary $n$-manifold $M$ and let $\phi_\alpha$ and $\phi_\beta$ be maps from the open subsets $U_\alpha \subset M$ and $U_\beta \subset M$ to the subsets $W_\alpha$ and $W_\beta$ of $\mathbb{R}^n$; that is, we have $\phi_\alpha : U_\alpha \to W_\alpha$ and $\phi_\beta : U_\beta \to W_\beta$. Consider the intersection $U_{\alpha\beta} = U_\alpha \cap U_\beta \subset M$ which is the overlap of the domains of the two charts. The images of these sets according to each of the charts are $W_{\alpha\beta} = \phi_\alpha(U_{\alpha\beta}) \subset \mathbb{R}^n$ and $W_{\beta\alpha} = \phi_\beta(U_{\alpha\beta}) \subset \mathbb{R}^n$. We define the transition
map between the charts as the mapping $\phi_{\alpha \beta} : W_{\alpha \beta} \rightarrow W_{\beta \alpha}$ between subsets in $\mathbb{R}^n$ given by the chart composition $\phi_{\alpha \beta} = \phi_{\beta} \circ \phi_{\alpha}^{-1}$. Two charts are denoted $C^k$-compatible if $W_{\alpha \beta}$ and $W_{\beta \alpha}$ are open and the transition maps $\phi_{\alpha \beta}$ and $\phi_{\beta \alpha}$ have continuous derivatives of order $k$. If all charts in an atlas are $C^k$-compatible then they form a $C^k$-atlas which defines a $C^k$ differential manifold.

For $k = 0$ we simply have a topological manifold, i.e., one whose transition maps are continuous. This definition of smoothness extends to lower-dimensional manifolds as well. For example, consider a piecewise curve described by the function

$$y = \begin{cases} f_1(x) = x & x \leq 0 \\ f_2(x) = x^2 & x \geq 0 \end{cases}$$

where $\phi_1 = f_1^{-1} = y$ and $\phi_2 = f_2^{-1} = \sqrt{y}$ are charts mapping $y$ to $x$ (from the curve to the interval) with domains which overlap at the point $x = 0$. The transition maps are $\phi_{12} = \phi_2 \circ \phi_1^{-1} = 1/x$ has derivative $-1/x^2$ which is clearly not continuous at the point $x = 0$, making it a $C^0$ differentiable manifold in $\mathbb{R}$ (in other words, a continuous curve).

**Functions on Manifolds**

Let $f : M \rightarrow R$ be a real-valued function defined on an n-dimensional differentiable manifold. The function is differentiable at a point $p \in U \subset M$ if and only if $\tilde{f} = f \circ \phi^{-1} : \phi(U) \subset \mathbb{R}^n \rightarrow \mathbb{R}$ is differentiable at $\phi(p)$. That is, $f$ is differentiable iff the function defined on the manifold is differentiable with respect to the Euclidean space. Differentiability thus depends on the choice of chart $\phi$ at point $p \in U$ which is not unique since there may be many overlapping charts which contain $p$. However, if $f$ is differentiable with respect to one chart at $p$ then it is differentiable with respect to any other since the manifold is smooth (has smooth transition charts).

### 3.1.2 Quaternions and Rotations

The rotation group (or special orthogonal group in three dimensions) is a manifold denoted by $SO(3)$. The orthogonal group $O(n)$ is the group of all length-preserving linear transformations under the operation of composition; the special orthogonal group $SO(n)$ is the restriction of the orthogonal group to those transformations which additionally preserve orientation (handedness of the space).

From Euler’s rotation theorem, we know that any rotation in three dimensions can be represented by a rotation around an axis by an angle. This naturally leads to visualizing the rotation group as the sphere in four-dimensional space or $S^3$. Recall that the n-dimensional real projective space $RP^n$ is the topological space of all lines passing through the origin in $\mathbb{R}^{n+1}$; this space is diffeomorphic to $S^3$ with antipodal points identified (or “glued together”). Thus, charts on $SO(3)$ which try to model the manifold using $R^3$ will inevitably run into problems.
The first such parameterization is that of Euler angles, which represent the rotation group by a sequence of three rotation angles. It can be shown that Euler angles lie on a torus and that the map from angles to rotations (from the torus to the real projective space of dimension three) is not a covering map ie is not a homeomorphism (continuous bijection with a continuous inverse) and therefore is not a diffeomorphism (a differentiable homeomorphism). To see that the space of Euler angles is a torus, consider the following. Consider representing rotations in two dimensions with two Euler angles. These angles each vary from 0 to $2\pi$ and can thus be represented by a plane (subset of $\mathbb{R}^2$). However, rotations are cyclic and so we must roll the plane up into a tube and then bend it around into a torus in order to satisfy this constraint. The Euler angles in 3D live on a higher dimensional torus.

Recall that we defined a regular parameterization of a curve to be one whose tangent vector is nonzero; likewise, we defined a regular parameterized surface to be one whose Jacobian map is nonsingular. Considering the first-order Taylor series expansions of each of these parameterizations, it’s clear that regularity of parametrization implies that these maps are one-to-one. Analogously, we define a diffeomorphic chart to be one whose topological rank is equal to the dimension of the manifold. If $f: M \rightarrow N$ be a differentiable map between differentiable manifolds then we define the rank of $f$ at a point $p \in M$ to be the rank of the derivative of $f$ at $p$. Since the map from the torus to $\mathbb{R}P^3$ is not diffeomorphic, this implies that there are points at which the rank of this map is less than three and thus changes in the tangent space of rotations don’t show up as changes in Euler angles. We can think of this as the number of degrees of freedom of this system being reduced at these points; this is known as gimbal lock because it describes the phenomenon of gimbals aligning such that they no longer describe independent rotations.

Quaternions, on the other hand, provide a covering map from $S^3$ to $\mathbb{R}P^3$ and hence are free from such singularities.

Interpolating Rotations (SLERP)

SLERP, or Spherical Linear Interpolation, is used to interpolate between elements of $SO(3)$. If one simply attempts to perform linear interpolation between two rotations, the result will not be a valid rotation (it will not lie on the manifold). While it is possible to “fix” this issue by various means (for example, by performing linear interpolation and then projecting the result back onto the manifold), the proper way to interpolate elements of a manifold is to use its geodesics (curves of shortest length between points). For rotations $R_1, R_2 \in SO(3)$ we interpolate rotations between $R_1$ and $R_2$ as

$$R_t = e^{t \log (R_2^{-1} R_1)} R_1$$

where $t \in [0, 1]$. We thus perform linear interpolation on the manifold, and since $SO(3)$ is isomorphic to the unit sphere $S(3)$ we call this spherical linear interpolation. Note that $R_1, R_2$ denote either rotation.
3.1.3 Principal Geodesic Analysis

Principal Geodesic Analysis (PGA) is a method for generalizing the concept of PCA to data which lie on a manifold $M$ rather than in $\mathbb{R}^n$. This section presents some of the basic tools used in the development of PGA.

First, we limit our approach to smooth manifolds equipped with an inner product $\langle \cdot , \cdot \rangle$ defined on the tangent space $T_p M$ at each point $p \in M$ such that this inner product varies smoothly across the manifold. This makes $M$ into a Riemannian manifold with corresponding Riemannian metric. The existence of such a metric allows us to perform calculus on the manifold - for example, given a smooth curve $\gamma(t) : \mathbb{R} \to M$ on the manifold, we compute its length as $L_{\gamma}(a,b) = \int_a^b ||\gamma'(t)|| dt$ where $||\gamma'(t)|| = \sqrt{\langle \gamma', \gamma' \rangle}$.

Distance on a Riemannian manifold $d(x,y)$ is defined as the length of the shortest curve among all curves in $M$ (called a geodesic curve) between two points $x,y \in M$.

Likewise, the existence of such a metric allows us to treat $M$ as being locally Euclidean and use techniques from linear algebra within the tangent space at each point. In order to relate quantities in the tangent space and the manifold in the neighbourhood of a point $p \in M$, we make use of the exponential map $\exp_p : T_p M \to M$. This is the generalization of the exponential function to Riemannian manifolds; roughly speaking, it relates a direction in the tangent space of $M$ at a point $p \in M$ to a nearby point on the manifold. More precisely: given a vector $v \in T_p M$, there exists a geodesic curve $\gamma \in M$ with $\gamma(0) = p$ and $\gamma'(0) = v$ such that $\exp_p(v) = \gamma(1)$. Since all geodesics are defined as having constant speed, we know that $||\gamma'(t)|| = ||v||$; note again that the norm is with respect to the Riemannian metric at each point. We thus have that

$$d(p, \exp_p(v)) = L_{\gamma}(\gamma^{-1}(p), \gamma^{-1}(\exp_p(v))) = L_{\gamma}(0,1) = \int_0^1 ||\gamma'(t)|| dt = ||v|| \int_0^1 dt = ||v||$$

which implies that the exponential map preserves distances from $p$. Note that a manifold is geodesically complete if all its geodesics have domain $\mathbb{R}$ (rather than some subset of $\mathbb{R}$, ie they extend indefinitely); this is important because, by the Hopf-Rinow theorem, it implies that there exists at least one geodesic between any two points on the manifold. Equivalently, it implies that the for each $p \in M$, the exponential map is defined on the entire tangent space $T_p M$.

However, $\exp_p$ is a diffeomorphism (isomorphism of a smooth manifold aka one-to-one function) only in the neighbourhood of $0 \in T_p M$, where its inverse is $\log_p : M \to T_p M$. It follows that, for $x \in M$ and $v \in T_p M$ such that $\exp_x(v) = y \in M$, we have

$$d(x, y) = d(x, \exp_x(v)) = ||v|| = || \log_x(\exp_x(v)) || = || \log_x(y) ||$$

where the norm of a vector in the tangent space is simply the appropriate Euclidean norm. The map $\log_p(y)$ thus measures the geodesic distance from $x \in M$ to $y \in M$. We can also write this as

$$d(x, y) = || \log(x^{-1}y) ||$$
where the logarithm above is defined at the identity.
We begin the derivation with a brief review of PCA.

**Principal Component Analysis (Review)**

Given a dataset, PCA is a method for determining the directions in which the data has the most variability. The data can then be projected onto a basis of these principal components in such a way that the variability of the original dataset is preserved as explained below.

Let \( x_i = \tilde{x}_i - \mu_i \) be the \( i \)th centered data point and let

\[
X = [x_1 \cdots x_n]
\]

be the matrix of data points. Then the covariance matrix of this dataset is \( \Sigma = XX^T \) where the normalization term \( \frac{1}{n} \) has been dropped for simplicity. Now, consider computing the covariance matrix of the projection of this dataset onto a \( k \)-dimensional subspace spanned by the vectors \( \{u_1, u_2, \ldots, u_k\} \). For an arbitrary subspace we know that the least-squares projection of \( x_i \) onto \( U = [u_1 \cdots u_k] \) is given by \( \hat{x}_i = (U^T U)^{-1} U^T x_i \) or \( \hat{x}_i = U^T x_i \) if the basis is orthonormal. The matrix of data points represented in the new basis is then \( \hat{X} = [\hat{x}_1 \cdots \hat{x}_n] = U^T X \). It follows that the covariance matrix is

\[
\Sigma_U = \hat{X} \hat{X}^T = (U^T X)(U^T X)^T = U^T X X^T U
\]

Now, consider computing the variance of the projection of the data onto a single dimension specified by the unit vector \( \frac{u}{||u||} \). In this case we have

\[
\sigma_u = \frac{u^T X X^T u}{u^T u}
\]

The quadratic form involving \( \Sigma = XX^T \) thus gives the variance of the data along any dimension! Further, we recognize this as a Rayleigh form; it can be shown that the maximum variance is given by the largest eigenvalue of \( \Sigma \) and that this occurs when \( u \) is equal to the corresponding eigenvector (since the eigenvectors of a symmetric matrix are orthogonal, we can simply choose these as the principal component directions and be done).

We thus choose the first principal component \( v_0 \) to be the eigenvector corresponding to the largest eigenvalue. We proceed to choose the remaining principal directions recursively as

\[
v_k = \arg \max_{||u||=1} u^T X_k X_k^T u
\]
where
\[ X_k = (X_{k-1} - \sum_{j=1}^{k-1} v_j v_j^T X_{k-1}) \]

is the matrix of data points minus their projection onto the components which were already selected, i.e., the matrix of residuals after the \( k - 1 \) projection step. Intuitively, we wish to choose the next principal direction to maximize the variance of what’s left after the previous projections. Consider the case \( k = 1 \); we see that

\[
\Sigma_1 = X_1 X_1^T \\
= (X - v_0 v_0^T X)(X - v_0 v_0^T X)^T \\
= (X - v_0 v_0^T X)(X^T - X^T v_0 v_0^T) \\
= XX^T - XX^T v_0 v_0^T + v_0 v_0^T X X^T - v_0 v_0^T X X^T v_0 v_0^T \\
= XX^T - 2XX^T v_0 v_0^T + v_0 v_0^T X X^T v_0 v_0^T \\
= XX^T - 2\lambda_1 v_0 v_0^T + \lambda_1 v_0 v_0^T v_0 v_0^T \\
= XX^T - \lambda_1 v_0 v_0^T \\
= \sum_{i=1}^{m} \lambda_i q_i q_i^T - \lambda_1 q_1 q_1^T \\
= \sum_{i=2}^{m} \lambda_i q_i q_i^T
\]

where \( \lambda_i \) is the eigenvalue corresponding to the \( i^{th} \) largest eigenvector \( q_i \) of \( \Sigma_1 \). We know that maximizing \( u^T \Sigma_1 u \) amounts to choosing the largest eigenvector of \( \Sigma_1 \) - which is simply the second largest eigenvector of \( \Sigma \) according to the above. We can see that, in general, \( v_k \) should be chosen as the eigenvector corresponding to the \( k + 1 \) largest eigenvalue of \( \Sigma \).

This implies that PCA reduces to nothing more than the eigendecomposition of the data covariance matrix \( XX^T \) or, equivalently, the Singular Value Decomposition (SVD) of \( X \). Of course, PCA (and these equivalent decompositions) are applicable only to data points which exist in Euclidean space; it is not obvious how to generalize the notions of statistics and projections to the manifold setting.

**Extension of PCA to manifolds**

In order to ease the transition to manifolds, we define PCA in an alternative manner as follows. The first principal component is the one-dimensional subspace satisfying

\[
u^{(1)} = \arg \min_{||v||=1} \sum_{i=1}^{N} ||x_i - vv^T x_i||^2
\]
We then define the remaining components recursively as

\[ u^{(k)} = \arg \min_{||v||=1} \sum_{i=1}^{N} ||x_i - \tilde{x}_i||^2 \]

where

\[ \tilde{x}_i = \sum_{j=1}^{k-1} v_j v_j^T x_i + vv^T x_i \]

where \( \tilde{x}_i \) is the projection of \( x_i \) onto the first \( k \) principal components. Intuitively, at each step we seek to choose \( u^{(k)} \) in order to minimize the norm of the residual \( x_i - \tilde{x}_i \) given the \( k-1 \) principal components which were already chosen. Since the projection and the residual are orthogonal, we can consider minimizing the residual to be equivalent to maximizing the projection; the two approaches are thus equivalent in the linear case.

We have thus shown that dimensionality reduction via PCA is performed by projecting the high-dimensional data onto a linear subspace of lower dimension spanned by the principal components of the data. Likewise, PGA projects data onto a series of geodesic submanifolds which best capture the variability in the data. In order to describe the method, we must first define the concepts of mean, variance and projection in the manifold setting.

**Statistics of Manifold Data**

The arithmetic mean of a set of points \( \{x_1, \ldots, x_N\} \in \mathbb{R}^n \) is defined as

\[ \mu = \frac{1}{N} \sum_{i=1}^{N} x_i \]

This definition results from the optimization problem

\[ \mu = \arg \min_{y} \sum_{i=1}^{N} ||y - x_i||^2 \]

How do we extend this mean to manifolds? We might first try embedding manifold-valued data in \( \mathbb{R}^n \) and computing the above mean. However, the result is not guaranteed to lie in \( M \) so we then project it to the nearest point on the manifold (in terms of Euclidean distance). We call this the *extrinsic mean* of the data; it does not make use of the Riemannian structure of \( M \) and it depends entirely on the chosen embedding.

On the other hand, we may define the mean of manifold-valued data more methodically as the solution to the problem

\[ \mu = \arg \min_{y \in M} \sum_{i=1}^{N} d(x_i, y)^2 \]
where the distance metric is the Riemannian metric. For a general metric space and associated distance metric, this is known as the Frechet mean or intrinsic mean of the set. The result is automatically constrained to lie on the manifold and depends only on the chosen metric (which is a property intrinsic to the manifold).

Recall that the distance between two points \( x, y \in M \) can be written as \( d(x, y) = ||\log(x^{-1}y)|| \). For \( x, y \in \mathbb{R} \), we know that \( z = \log(e^{x}e^{y}) = \log(e^{x+y}) = x + y \); however, this is not true in general. For a Lie group \( G \) with Lie algebra \( g \), we have the Campbell-Baker-Hausdorff (CBH) formula which states that for \( x, y \in g \)

\[
z = \log(e^{x}e^{y}) = x + y + \frac{1}{2}[x, y] + \frac{1}{12}[x, [x, y]] + \cdots
\]

where \([x, y]\) denotes the Lie bracket of \( x \) and \( y \). To first order, we may write \( z \approx x + y \); we can thus write

\[
d(x, y) = ||\log(\exp(\log(x^{-1})) \exp(y))|| \approx ||\log(x^{-1}) + \log(y)|| = ||\log(y) - \log(x)||
\]

The problem of determining the intrinsic mean thus becomes

\[
\mu = \arg \min_{y \in M} \sum_{i=1}^{N} ||\log(y) - \log(x)||^2
\]

which has the solution

\[
\log(\mu) = \frac{1}{N} \sum_{i=1}^{N} \log(x_i)
\]

it follows that the first-order estimate of the intrinsic mean is then

\[
\hat{\mu} = \exp \left( \frac{1}{N} \sum_{i=1}^{N} \log(x_i) \right)
\]

The true mean can be found through a process of iterative refinement. Recall that the CBH formula is defined for elements in the Lie algebra, i.e. in the tangent space at the identity; by shifting our data to the identity, we limit the approximation error. We thus proceed by

- Choosing one of the data points (or any other known point on the manifold) to be the initial mean.
- Left translating all data points by the inverse of the initial mean such that they lie in the neighborhood of the identity (with the initial mean becoming the identity).
- Computing the mean of the translated points.
- Updating the previous mean using the mean computed at the identity.
This process is repeated until the update of the mean falls below a predetermined threshold. More formally,

It can be shown that this algorithm is equivalent to gradient descent on the original cost function and that it converges if the data is well-localized and the initial mean is chosen carefully.

The variance of data \( \{x_i, \ldots, x_N\} \in \mathbb{R} \) can be defined as

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2
\]

Analogously, for manifold data we define the variance as

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} d(\mu, x_i)^2 = \frac{1}{N} \sum_{i=1}^{N} \| \log(\mu^{-1} x_i) \|^2
\]

which is clearly a generalization of the real-valued case.

**Geodesic Subspaces and Projection**

In \( \mathbb{R}^n \), we define the orthogonal projection of a vector \( x \) onto the direction specified by a unit vector \( v \) as \( v^T x \). This is the coordinate of the projection along the direction given by \( v \); in the original space, the projection is simply \( \tilde{x} = vv^T x \). This definition results from the fact that we choose \( \tilde{x} \) to be a scalar multiple of \( v \) such that the projection error (or residual) is orthogonal to \( v \).

In the manifold case, we don’t have the notion of orthogonality which we used in the linear case. Instead, we define the projection of a point \( x \) on a set \( H \) more generally as

\[
\tilde{x} = \arg \min_{y \in H} d(x, y)^2
\]

In the linear case, we considered projections onto linear subspaces ie lines. The natural generalization to manifolds is projection onto geodesics, which can be viewed as straight lines on the manifold. We refer to this as a geodesic subspace or geodesic submanifold \( H \) of the manifold \( M \) and use the Riemannian metric as the distance function in the definition of the projection.

**3.1.4 Lie Groups**

A group is a set together with a binary operation which satisfies the properties of closure, associativity, identity and inverse. A Lie group - denoted \( G \) - is a differentiable manifold which is also a group (the group operation and the inverse operation are both differentiable). Similar to a Riemannian manifold, the local structure of a Lie group is described by its tangent space.

The tangent space at the identity is known as the infinitesimal group or, more commonly, the Lie algebra. The Lie algebra \( g \) of a Lie group \( G \) is a vector space together with an operation called the Lie bracket denoted \([x, y]\) for \( x, y \in g \) which is
• Bilinear, i.e., satisfies 
\[ [x_1 + x_2, y] = [x_1, y] + [x_2, y], \]
\[ [x, y_1 + y_2] = [x, y_1] + [x, y_2], \]
\[ [\alpha x, y] = \alpha [x, y] \text{ and } [x, \alpha y] = \alpha [x, y]. \]

• Alternating, i.e., satisfies \([x, x] = 0\).

• Satisfies the Jacobi identity
\[ [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0. \]

Note that the first two properties imply anticommutativity of the Lie bracket since
\[ [x + y, x + y] = [x, x] + [y, x] + [x, y] + [y, y] = [y, x] + [x, y] = 0 \]
implies that \([y, x] = -[x, y]\). Also note that the Jacobi identity can be rewritten
as \([x, [y, z]] = [[x, y], z] + [z, [x, y]]\) which implies that the Lie algebra is associative iff
\([[z, x], y]] = 0\) for any \(x, y, z \in g\). Finally, the Lie algebra is commutative or Abelian if
\([x, y] = [y, x]\) which, from the anticommutativity property, implies that we must have
\([x, y] = 0\). For example, if \(g = M(n)\) then \([x, y] = xy - yx\); if \(g = R^3\) then \([x, y] = x \times y\)
(the cross product).
4.1 Intro to Analytical Dynamics

Consider a system of \( n \) point masses (particles) whose motion is described by the coordinates of each particle with respect to some inertial Cartesian frame of reference. Each of these particles has three positional components; the components of all \( n \) particles can thus be stacked into the \( 3n \) dimensional vector \( x(t) \). Assume that the initial position and velocity of each particle, denoted \( x(t_0) \) and \( \dot{x}(t_0) \), are known. Also assume that the impressed force on each particle is known, i.e., the vector \( F(t) \in \mathbb{R}^{3n} \) is given. The motion of the unconstrained system is then described by Newton’s law:

\[
M \ddot{x}(t) = F(x(t), \dot{x}(t), t)
\]

where \( M \in \mathbb{R}^{3n \times 3n} \) is the diagonal matrix of particle masses (which appear in threes) and the impressed force can clearly be a function of the system state and time. We can solve for the motion of the particles simply as

\[
\ddot{x} = M^{-1}F = a(t)
\]

Of course, this problem is uninteresting and has few practical applications because we have assumed that the particles move independently of one another and freely in space. We thus enforce constraints on the motion of the particles, expressed as the set of \( m \) consistent constraint equations of the form

\[
D(x(t), t)\dot{x} = g(x(t), t)
\]

where \( D \in \mathbb{R}^{m \times 3n} \) and \( g \in \mathbb{R}^{m \times 1} \) specify the set of constraints.

The central problem we’re concerned with in analytical dynamics is then the following: given the position \( x(t) \), velocity \( \dot{x}(t) \) and impressed force \( F(t) \) acting on a system of particles at time \( t \), determine the instantaneous acceleration \( \ddot{x}(t) \) of the system in the presence of a set of constraints on the system’s motion.

We can think of the constraints as creating forces which alter the free motion of the particles, i.e.
\[ M\ddot{x}(t) = F(x(t), \dot{x}(t), t) + F^c \]

where the constraint force \( F^c \in \mathbb{R}^{3n \times 1} \) is what we wish to determine. This constraint force must exist such that it both forces the unconstrained motion of the system to obey the constraints and satisfies accepted principles of analytical dynamics (for example, Gauss’ principle of least action).

4.2 Constraints

4.2.1 Holonomic Constraints

Any constraint of the form

\[ f(x, t) = 0 \]

is called a holonomic constraint. If the constraint does not depend on time, then it is called scleronomic; otherwise, it is called rheonomic (which is more general). The scleronomic constraint

\[ f(x) = 0 \]

essentially constraints this configuration point \( x \in \mathbb{R}^{3n \times 1} \) to lie on a \((3n - 1)\)-dimensional surface (manifold) in the full space \( \mathbb{R}^{3n} \). A time-varying constraint then constrains the configuration to lie on a surface which deforms over time. Assuming the general rheonomic constraint has partial derivatives, its total differential (which describes how the constraint changes with infinitesimal changes in all its dependent variables) is

\[
\sum_{i=1}^{n} \frac{\partial f}{\partial x_i} dx_i + \sum_{i=1}^{n} \frac{\partial f}{\partial y_i} dy_i + \sum_{i=1}^{n} \frac{\partial f}{\partial z_i} dz_i + \frac{\partial f}{\partial t} dt = 0
\]

This equation describes the constraints on the infinitesimal displacements \( dx_i, dy_i, dz_i, dt \) and will be useful later. This equation is clearly integrable (it integrates to the constraint) and is said to be in Pfaffian form.

Alternatively, differentiating the rheonomic constraint with respect to time alone yields

\[
\sum_{i=1}^{n} \frac{\partial f}{\partial x_i} \dot{x}_i + \sum_{i=1}^{n} \frac{\partial f}{\partial y_i} \dot{y}_i + \sum_{i=1}^{n} \frac{\partial f}{\partial z_i} \dot{z}_i + \frac{\partial f}{\partial t} = 0
\]

Any set of velocities \( \{\dot{x}, \dot{y}, \dot{z}\} \) of all particles which satisfy the above equation also satisfy the constraint; for this reason, the set is called a possible set of velocities.

If a system of particles is subjected to multiple constraints, the particles are then constrained to lie on the surface defined by the intersection of all constraints. If there exist \( 3n \) independent constraints, then the system of particles is constrained to a single
configuration point (which moves in time in the case of rheonomic constraints) and thus its motion is independent of the impressed forces!

In general, let there be \( h \) holonomic constraints on the system written as

\[ f(x, t) = 0 \quad \forall i = 1, 2, \ldots, h \]

These constraints are written in Pfaffian form using the total derivative and chain rule as

\[
\sum_{j=1}^{3n} d_{ij}(x, t) dx_j + g_i(x, t) dt \quad \forall i = 1, 2, \ldots, h
\]

in terms of infinitesimal displacements where

\[
d_{ij}(x, t) = \frac{\partial f_i(x, t)}{\partial x_j}, \quad g_i(x, t) = \frac{\partial f_i(x, t)}{\partial t}
\]

Alternatively, they can be written in terms of possible velocities as

\[
\sum_{j=1}^{3n} d_{ij}(x, t) \dot{x}_j + g_i(x, t) \quad \forall i = 1, 2, \ldots, h
\]

These \( h \) constrains reduce the dimensionality of the space of possible system configurations from \( 3n \) to \( (3n - h) \). We will be concerned with whether or not these constraints are consistent with one-another rather than independent; fulfillment of any one constraint should not make it impossible to fulfill any other.

### 4.2.2 Nonholonomic Constraints

Any constraint which cannot be put into the form

\[ f(x, t) = 0 \]

is defined to be nonholonomic. These include, for example, inequality constraints. More precisely, any Pfaffian form

\[
\sum_{j=1}^{3n} d_{ij}(x, t) dx_j + g_i(x, t) dt \quad \forall i = 1, 2, \ldots, r
\]

which is NOT integrable leads to a nonholonomic constraint. While we can specify constraints on the infinitesimal displacements of the system subject to a nonholonomic constraint in exactly the same way as for holonomic constraints, we cannot find the corresponding restrictions on finite displacements because we cannot integrate their Pfaffian forms.

However, both the possible velocity constraints for the \( h \) holonomic and \( r \) nonholonomic constraints can be differentiated (with respect to time) to produce a set
of \( m = h + r \) constraints on possible accelerations of the system. This is useful since Newton’s law works on the level of accelerations. Assuming the functions \( d_{ij}(x, t) \) and \( g_i(x, t) \) are sufficiently smooth, we obtain

\[
\sum_{j=1}^{3n} d_{ij}(x, t) \ddot{x}_j + \sum_{j=1}^{3n} \left[ \sum_{k=1}^{3n} \frac{d_{ij}(x, t)}{\partial x_k} \dot{x}_k \right] \dot{x}_j + \sum_{j=1}^{3n} \frac{d_{ij}(x, t)}{\partial t} \dot{x}_j \\
+ \sum_{k=1}^{3n} \frac{\partial g_i(x, t)}{\partial x_k} \dot{x}_k + \frac{\partial g_i(x, t)}{\partial t} = 0 \quad \forall i = 1, 2, \ldots, m
\]

after multiple applications of the chain rule (remembering that each \( d_{ij} \) is a function of both \( t \) and \( x \) which is itself a function of \( t \)). We can write these acceleration constraints in matrix form as

\[
A(x, t)\ddot{x} = b(x, \dot{x}, t)
\]

where \( \ddot{x} \) is the vector of stacked acceleration components of all particles in the system. More generally, we will allow the elements of \( A \) to depend on velocity as well, resulting in acceleration constraints of the form

\[
A(x, \dot{x}, t)\ddot{x} = b(x, \dot{x}, t)
\]

which can be thought of as arising from differentiating constraints of the form \( \phi(x, \dot{x}, t) = 0 \) twice.

Once we put our constraints in this form, we don’t really care whether they are holonomic or not. If \( k \) of these \( m \) total constraints are linearly independent, the rank of the matrix \( A \) is \( k \) and we can arbitrarily prescribe \( 3n - k \) of the components of \( \ddot{x} \) since they lie in the nullspace of \( A \) and thus do not affect satisfaction of the constraints.

We call \( d = 3n - k \) the number of degrees of freedom of the system. Of course, we assume all constraints are consistent.

### 4.3 Gauss’ Principle

The problem of the unconstrained motion of a system of particles is described by the equation

\[
Ma = F(x(t), \dot{x}(t), t)
\]

where \( M \) is the diagonal matrix of particle masses (in sets of threes), \( a \) is the vector of stacked unconstrained accelerations and \( F \) is the vector of stacked impressed forces, assumed to be known given the state of the system.

However, the motion of the particles changes when subject to constraints; we denote the constrained acceleration of the system by the vector \( \ddot{x}(t) \). There are many possible accelerations at any time \( t \) which satisfy the acceleration-level constraints; Gauss’
**PRINCIPLE STATEMENTS**
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Principle states that among all possible accelerations, the true constrained accelerations minimize the form

\[ G(\ddot{x}) = (\ddot{x} - a)^T M (\ddot{x} - a) = (M^{1/2} \ddot{x} - M^{1/2}a)^T (M^{1/2} \ddot{x} - M^{1/2}a) \]

where the scalar \( G(\ddot{x}) \) is called the Gaussian. In other words, among all possible constrained accelerations, the ones which materialize are those which are closest to the unconstrained accelerations in terms of the \( L_2 \) norm defined by the matrix \( M \).

4.4 The Fundamental Equation

The constrained acceleration which minimizes the Gaussian is given by

\[ \ddot{x} = a + M^{-1/2} (AM^{-1/2})^† (b - Aa) \]

where \((AM^{-1/2})^†\) is the unique MP-inverse of the Constraint Matrix matrix \( AM^{-1/2} \). We can verify this be proving that \( \ddot{x} \) both satisfies the constraints and results in the minimum Gaussian among all constraint-consistent accelerations. Alternatively, this can be obtained directly by minimizing the Gaussian with respect to the constraints since this is simply a least-squares problem with linear equality constraints (and is thus solvable via the method of Lagrange multipliers, for example).

From the fact that \( Ma = F(t) \) where \( F \) are the impressed forces acting on the system, we can multiply the fundamental equation given above on the left by \( M \) and write the result as

\[ M\ddot{x} = Ma + M^{1/2} (AM^{-1/2})^† (b - Aa) = F(t) + F^c(t) \]

where \( F^c(t) \) denotes the additional so-called constraint force acting on the system.
Chapter 5

Systems and Control Theory

5.1 System Representations

The objective of control theory is to manipulate the input to a system such that the outputs behave according to some specifications. We thus focus on the input-output behavior of systems.

We define the state $x(t)$ of a system to be the minimum set of parameters that, if provided at some initial time $t = t_0$ together with the input $u(t)$ for $t \geq t_0$, allow for unique determination of the output $y(t)$. The definition of the system state is not unique, nor does it have to be finite.

The state representation of a general nonlinear, time-varying system with $n$ states, $m$ inputs and $k$ outputs may be written as

$$
\dot{x}_i(t) = f_i(t, x(t), u(t)), \quad i = 1, \ldots, n
$$
$$
y_i(t) = g_i(t, x(t), u(t)), \quad i = 1, \ldots, k
$$

or, more compactly, as

$$
\dot{x}(t) = f(t, x(t), u(t)), \quad y(t) = g(t, x(t), u(t))
$$

where $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$, $u = [u_1, \ldots, u_m]^T \in \mathbb{R}^m$, $y = [y_1, \ldots, y_k]^T \in \mathbb{R}^k$ and

$$
f(t, x(t), u(t)) = \begin{bmatrix} f_1(t, x(t), u(t)) \\ \vdots \\ f_n(t, x(t), u(t)) \end{bmatrix}, \quad g(t, x(t), u(t)) = \begin{bmatrix} g_1(t, x(t), u(t)) \\ \vdots \\ g_n(t, x(t), u(t)) \end{bmatrix}
$$

If the system is linear then it has the form
\[ \dot{x}_1(t) = a_{11}x_1 + \cdots + a_{1n}x_n + b_{11}u_1 + \cdots + b_{1m}u_m \]

\[ \vdots \]

\[ \dot{x}_n(t) = a_{n1}x_1 + \cdots + a_{nn}x_n + b_{n1}u_1 + \cdots + b_{nm}u_m \]

\[ \dot{y}_1(t) = c_{11}x_1 + \cdots + c_{1n}x_n + d_{11}u_1 + \cdots + d_{1m}u_m \]

\[ \vdots \]

\[ \dot{y}_k(t) = c_{k1}x_1 + \cdots + c_{kn}x_n + d_{k1}u_1 + \cdots + d_{km}u_m \]

where the coefficients may be time varying (for an LTV system). We can write the above system compactly in state-space form as

\[ \dot{x}(t) = A(t)x(t) + B(t)u(t), \quad y(t) = C(t)x(t) + D(t)u(t) \]

where

\[ A(t) = \begin{bmatrix} a_{11}(t) & \cdots & a_{1n}(t) \\ \vdots & \ddots & \vdots \\ a_{n1}(t) & \cdots & a_{nn}(t) \end{bmatrix}, \quad B(t) = \begin{bmatrix} b_{11}(t) & \cdots & b_{1m}(t) \\ \vdots & \ddots & \vdots \\ b_{n1}(t) & \cdots & b_{nm}(t) \end{bmatrix} \]

\[ C(t) = \begin{bmatrix} c_{11}(t) & \cdots & c_{1n}(t) \\ \vdots & \ddots & \vdots \\ c_{k1}(t) & \cdots & c_{kn}(t) \end{bmatrix}, \quad D(t) = \begin{bmatrix} d_{11}(t) & \cdots & d_{1m}(t) \\ \vdots & \ddots & \vdots \\ d_{k1}(t) & \cdots & d_{km}(t) \end{bmatrix} \]

where \( A(t) \in \mathbb{R}^{n \times n} \) is the dynamics matrix, \( B(t) \in \mathbb{R}^{n \times m} \) is the input matrix, \( C(t) \in \mathbb{R}^{k \times n} \) is the output matrix and \( D(t) \in \mathbb{R}^{k \times m} \) is the (direct) feedthrough matrix.

### 5.1.1 Properties of Linear Systems:

By definition, a linear dynamic system is one in which, for any \( \alpha, \beta \in \mathbb{R} \), we have

\[ G(\alpha u_1(t) + \beta u_2(t)) = \alpha G(u_1(t)) + \beta G(u_2(t)) = \alpha y_1(t) + \beta y_2(t) \]

where \( G \) is an operator representing the system.

For linear systems, the condition for existence and uniqueness of a solution for some input \( u(t) \) is that the elements of the dynamics matrix \( a_{ij}(t) \) are piecewise continuous functions of time. LTI systems always have unique solutions.
5.1.2 Linearization of State Equations

The state \( x_e \in \mathbb{R}^n \) is an equilibrium state of the general dynamic system

\[
\begin{align*}
\dot{x}(t) &= f(t, x(t), u(t)) \\
y(t) &= g(t, x(t), u(t))
\end{align*}
\]

at time \( t = t_0 \) for a given constant input \( u(t) = u_e \) if \( f(t, x_e, u_e) = 0 \). Note that for a time-invariant system, equilibrium at \( t = t_0 \) implies equilibrium for any time \( t \geq t_0 \).

We may linearize a system about an equilibrium point by considering the system dynamics in response to a small perturbation about that point. The result is that a nonlinear, time-invariant system can be linearized about a point \( \{x_e, u_e\} \) as

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad y(t) = Cx(t) + Du(t)
\]

where

\[
\begin{align*}
A &= \frac{\partial f}{\partial x}, \quad B = \frac{\partial f}{\partial u} \\
C &= \frac{\partial g}{\partial x}, \quad B = \frac{\partial g}{\partial u}
\end{align*}
\]

5.1.3 Transfer Functions of a State-Space Realization

Given the LTI system

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad y(t) = Cx(t) + Du(t)
\]

we take the Laplace transform of both sides to yield

\[
sx(s) - x(0) = Ax(s) + Bu(s), \quad y(s) = Cx(s) + Du(s)
\]

Solving the first equation for \( x(s) \) in terms of \( u(s) \) and \( x(0) \) and substituting the result into the second equation, we find that

\[
y(s) = C(sI - A)^{-1}x(0) + G(s)u(s)
\]

where

\[
G(s) = C(sI - A)^{-1}B + D
\]

is the \( k \times m \) transfer function matrix composed of \( km \) scalar transfer functions; the entry \( G_{ij} \) is the SISO transfer function relating input \( j \) to output \( i \). The first term in the expression for \( y(s) \) is the homogeneous solution corresponding to initial condition \( x(0) \).
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Note that while the state-space realization \( \{A, B, C, D\} \) is not unique, the transfer function \( G(s) \) is unique.

Given a transfer function \( G(s) \), we say that the state realization \( S : \{A, B, C, D\} \) is a state space realization of \( G(s) \) if

\[
G(s) = C(sI - A)^{-1}B + D
\]

From the formula for the matrix inverse we know that

\[
G(s) = \frac{1}{|sI - A|}C(\text{adj}(sI - A)^T)B + D
\]

Since \( \text{adj}A \) contains continuous determinants of \((n - 1) \times (n - 1)\) submatrices of \( A \), then the elements of \( G(s) \) must be proper rational functions, i.e., they are ratios of polynomials of equal orders. If \( D = 0 \) then the elements of \( G(s) \) are ratios of polynomials of order \((n - 1)\) and polynomials of order \( n \); these are strictly proper rational functions.

5.1.4 Realization of SISO Transfer Functions

Controllable Canonical Form:

Given the SISO transfer function

\[
g(s) = \frac{y(s)}{u(s)} = \frac{b_1s^{n-1} + b_2s^{n-2} + \cdots + b_n}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n}
\]

we seek to find a state-space realization of \( g(s) \) (recall that such a realization is not unique).

We define

\[
\frac{\phi(s)}{u(s)} = \frac{1}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n} = \frac{1}{a(s)}
\]

so that

\[
\phi^{(n)} + a_1\phi^{(n-1)} + a_2\phi^{(n-2)} + \cdots + a_n\phi = u
\]

Now, we define our states to be \( x_1 = \phi \), \( x_2 = \phi^{(2)} \), and so on until \( x_{n-1} = \phi^{(n-1)} \).

Using these states, the dynamics of our system are

\[
\dot{x}_1 = x_2
\]
\[
\dot{x}_2 = x_3
\]
\[
\dot{x}_3 = x_4
\]
\[\vdots\]
\[
\dot{x}_{n-1} = -a_1x_{n-1} - a_2x_{n-2} - \cdots - a_nx_1 + u
\]
and the output equation becomes

\[ y(s) = b_1 s^{n-1} \frac{u(s)}{a(s)} + b_2 s^{n-2} \frac{u(s)}{a(s)} + \cdots + b_n \frac{u(s)}{a(s)} \]

Recall however that \( \phi(s) = \frac{a(s)}{u(s)} \), thus,

\[ y(s) = b_n x_1 + b_{n-1} x_2 + \cdots + b_1 x_n \]

The state-space realization of the system is then

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
-a_n & -a_2 & \cdots & -a_1
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
\vdots \\
1
\end{bmatrix} u
\]

\[ y = \begin{bmatrix} b_n & b_{n-1} & \cdots & b_1 \end{bmatrix} \begin{bmatrix} x_1 \\
x_2 \\
\vdots \\
x_n \end{bmatrix} \]

**Observable Canonical Form:**

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\vdots \\
\dot{x}_n
\end{bmatrix} =
\begin{bmatrix}
0 & \cdots & 0 & -a_n \\
1 & \cdots & 0 & -a_{n-1} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & -a_1
\end{bmatrix}
+ \begin{bmatrix}
b_n \\
b_{n-1} \\
\vdots \\
b_1
\end{bmatrix} u
\]

\[ y = \begin{bmatrix} 0 & 0 & \cdots & 1 \end{bmatrix} \begin{bmatrix} x_1 \\
x_2 \\
\vdots \\
x_n \end{bmatrix} \]

Note that \( A_o = A_c^T \), \( B_o = C_c^T \), \( C_o = B_c^T \) and \( D_o = D_c \). It is thus said that the controllable and observable canonical forms are dual.

**Systems with a direct feedthrough term:**

Assume that the order of the numerator and denominator are equal (the transfer function is a proper rational function).

\[ g(s) = \frac{y(s)}{u(s)} = \frac{b_0 s^n + b_1 s^{n-1} + b_2 s^{n-2} + \cdots + b_n}{s^n + a_1 s^{n-1} + a_2 s^{n-2} + \cdots + a_n} \]
Then $g(s)$ can be rewritten as

$$g(s) = \frac{b_0s^n + b_1s^{n-1} + b_2s^{n-2} + \cdots + b_n}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n}$$

$$= \frac{b_0[s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n] + [(b_1 - b_0a_1)s^{n-1} + (b_2 - b_0a_2)s^{n-2} + \cdots + (b_n - b_0a_n)]}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n}$$

$$= b_0 + \frac{(b_1 - b_0a_1)s^{n-1} + (b_2 - b_0a_2)s^{n-2} + \cdots + (b_n - b_0a_n)}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n}$$

which makes it clear that $b_0$ represents the feedthrough term from input to output.

Note that we can write this system in the above canonical forms (a direct feedthrough term will be introduced in the output equation).

**Parallel Realizations:**

Given the strictly proper SISO transfer function

$$g(s) = \frac{y(s)}{u(s)} = \frac{b_1s^{n-1} + b_2s^{n-2} + \cdots + b_n}{s^n + a_1s^{n-1} + a_2s^{n-2} + \cdots + a_n}$$

Assume that all the roots $\lambda_i, i = 1, \ldots, n$ of the characteristic polynomial are distinct. We can thus factor $g(s)$ as

$$g(s) = \frac{y(s)}{u(s)} = \frac{g_1}{s - \lambda_1} + \frac{g_2}{s - \lambda_2} + \cdots + \frac{g_n}{s - \lambda_n}$$

Now, define the states

$$x_1(s) = \frac{g_1}{s - \lambda_1}u(s)$$

$$\vdots$$

$$x_n(s) = \frac{g_n}{s - \lambda_n}u(s)$$

Hence, we have the system described by

$$\dot{x}_i = \lambda_i x_i + g_i u \quad i = 1, \ldots, n$$

$$y = x_1 + \cdots + x_n$$

The SISO system thus decouples into $n$ one-dimensional SISO systems! The corresponding state space realization is thus parameterized by
\[
A = \begin{bmatrix}
\lambda_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_n
\end{bmatrix}, \quad B = \begin{bmatrix} g_1 \\ g_2 \\ \vdots \\ g_n \end{bmatrix}
\]

\[
C = \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix}
\]

Note that if some \( g_i = 0 \), there was a pole-zero cancellation. From inspection of the state-space system, it’s clear that the corresponding state \( x_i \) thus cannot be affected by input \( u \) (since all the states are decoupled). We thus say that \( x_i \) is an \textit{uncontrollable} state.

Alternatively, we may define the states to be

\[
x_i(s) = \frac{1}{s - \lambda_i} u(s), \quad i = 1, \ldots, n
\]

which leads to the realization

\[
A = \begin{bmatrix}
\lambda_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_n
\end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix}
\]

\[
C = \begin{bmatrix} g_1 & g_2 & \cdots & g_n \end{bmatrix}
\]

If some \( g_i = 0 \) in this case due to a pole-zero cancellation, inspection of the above realization shows that the corresponding state \( x_i \) does not show up in the output \( y \) and hence cannot be measured! We thus say that \( x_i \) is an \textit{unobservable} state. By a simple change of state variables, we have shown that controllability and observability are two sides of the same coin - you can always make an uncontrollable state controllable, but at the cost of observability (and vice-versa).

Finally, define the states as

\[
x_i(s) = \frac{b_i}{s - \lambda_i} u(s), \quad i = 1, \ldots, n
\]

where \( c_i b_i = g_i \). This leads to the realization
\[ A = \begin{bmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n \end{bmatrix}, \quad B = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_n \end{bmatrix} \]

\[ C = [c_1 \ c_2 \ \cdots \ c_n] \]

In this case, if some \( g_i = 0 \) then either \( b_i = 0 \) or \( c_i = 0 \) and the corresponding state \( x_i \) is either uncontrollable or unobservable (you can’t tell which it is!)

Note that if the transfer function is proper instead of strictly proper, we simply factor it as above and go through the same steps to find the corresponding parallel realization (a direct feedthrough term will appear).

### 5.1.5 Equivalent Realizations

Given the linear, time-invariant, state-space system

\[ \dot{x} = Ax + Bu, \quad y = Cx + Du \]

we seek to find the representation of the system when the state vector is defined in a new basis corresponding to some nonsingular matrix \( T \). The representation \( \bar{x} \) of \( x \) in the basis \( T \) is written \( x = T\bar{x} \); solving for \( \bar{x} \) yields \( \bar{x} = T^{-1}x \). Writing the system in terms of this new state yields

\[ T\dot{\bar{x}} = \bar{A}\bar{x} + \bar{B}u, \quad y = \bar{C}\bar{x} + \bar{D}u \]

Multiplying both sides of the dynamics equation by \( T^{-1} \), we have

\[ \dot{\bar{x}} = \bar{A}\bar{x} + \bar{B}u, \quad y = \bar{C}\bar{x} + \bar{D}u \]

where \( \bar{A} = T^{-1}AT, \ \bar{B} = T^{-1}B, \ \bar{C} = CT \) and \( \bar{D} = D \). These two systems are said to be \textit{algebraically equivalent} and the corresponding state transformation is called a \textit{similarity transformation}.

Note that the transfer functions of algebraically equivalent systems are identical. This is proven below.
\[
G(s) = \bar{C}(sI - \bar{A})^{-1}\bar{B} + \bar{D} = CT(sI - T^{-1}AT)^{-1}T^{-1}B + D = CT(sI - T^{-1}A^{-1}T)T^{-1}B + D = CT(sI)T^{-1}B - CT(T^{-1}A^{-1}T)T^{-1}B + D = C(sI)B - CA^{-1}B + D = C(sI - A)^{-1}B + D = G(s)
\]

5.2 Solutions of Linear Systems

5.2.1 LTV Systems and The Peano-Baker Series

Given the LTV system
\[
\dot{x}(t) = A(t)x(t) + B(t)u(t), \quad y(t) = C(t)x(t) + D(t)u(t)
\]
we seek to find the solution to the homogeneous system
\[
\dot{x}(t) = A(t)x(t), \quad x(t_0) = x_0
\]
The unique solution to the above unforced system is given by
\[
x(t) = \Phi(t, t_0)x_0
\]
where
\[
\Phi(t, t_0) = I + \int_{t_0}^{t} A(s_1)ds_1 + \int_{t_0}^{t} A(s_1) \left[ \int_{t_0}^{s_1} A(s_2)ds_2 \right] ds_1 + \int_{t_0}^{t} A(s_1) \left[ \int_{t_0}^{s_1} A(s_2) \left[ \int_{t_0}^{s_2} A(s_3)ds_3 \right] ds_2 \right] ds_1 + \cdots
\]
is the state transition matrix of the system.

Of course, one never actually calculates the solution in this form as it’s intractable for all but LTI systems. To prove that this solution is consistent with the ODE, we must show that it satisfies the initial conditions and the ODE itself.

First, note that \(\Phi(t_0, t_0) = I\) and \(x(t_0) = \Phi(t_0, t_0)x_0 = x_0\). Thus, the initial conditions are satisfied.

Next, note that the derivative of the state transition matrix is
\[
\dot{\Phi}(t, t_0) = A(t) + A(t) \int_{t_0}^{s_1} A(s_2)ds_2 + A(t) \int_{t_0}^{s_1} A(s_2) \int_{t_0}^{s_2} A(s_3)ds_3ds_2 + \cdots = A(t)\Phi(t, t_0)
\]
and hence \(x(t) = \Phi(t, t_0)x_0\) satisfies the homogeneous system \(\dot{x} = A(t)x\).
5.2.2 Properties of the State Transition Matrix

It was shown that the solution to the unforced (homogeneous) system \( \dot{x}(t) = A(t)x(t) \) is \( x(t) = \Phi(t, t_0)x_0 \) where the state transition matrix \( \Phi(t, t_0) \) has the properties (from inspection of the Peano-Baker series)

\[
\dot{\Phi}(t, t_0) = A(t)\Phi(t, t_0)
\]
\[
\Phi(t_0, t_0) = I
\]

The state transition matrix additionally has the following properties:

(i) \( \Phi(t_2, t_0) = \Phi(t_2, t_1)\Phi(t_1, t_0) \) (this is known as the semi-group property. Note that it is not necessary that \( t_1 < t_2 \).)

(ii) \( \Phi(t, t_0) \) is nonsingular for all \( t \geq t_0 \) and \( \Phi^{-1}(t, t_0) = \Phi(t_0, t) \).

(iii) \( \dot{\Phi}(t_0, t) = -\Phi(t_0, t)A(t) \) and also \( \Phi(t_0, t)^T = -A^T(t)\Phi^T(t_0, t) \).

Proof. (i) We know that \( x(t_1) = \Phi(t_1, t_0)x(t_0) \) and \( x(t_2) = \Phi(t_2, t_0)x(t_0) \). We also know that \( x(t_2) = \Phi(t_2, t_1)x(t_1) \). Thus,

\[
x(t_2) = \Phi(t_2, t_0)x(t_0) \\
= \Phi(t_2, t_1)x(t_1) \\
= \Phi(t_2, t_1)\Phi(t_1, t_0)x(t_0)
\]

and thus \( \Phi(t_2, t_0) = \Phi(t_2, t_1)\Phi(t_1, t_0) \).

(ii) We know from the previous property that \( \Phi(t, t) = \Phi(t, t_0)\Phi(t_0, t) \). But from the series form of \( \Phi(t, t_0) \) we also know that \( \Phi(t, t) = I \). Thus, \( \text{rank}(\Phi(t, t_0)) = \text{rank}(\Phi(t_0, t)) = n \) and the inverse of \( \Phi(t, t_0) \) always exists and is equal to \( \Phi(t_0, t) \).

(iii) We know that \( I = \Phi(t, t) = \Phi(t, t_0)\Phi(t_0, t) \) from the first property. Differentiating on both sides yields

\[
\Phi(t, t_0)\dot{\Phi}(t_0, t) + \dot{\Phi}(t, t_0)\Phi(t_0, t) = 0
\]

However, we already know that \( \dot{\Phi}(t, t_0) = A(t)\Phi(t, t_0) \) and thus

\[
\Phi(t, t_0)\dot{\Phi}(t_0, t) + A(t)\Phi(t, t_0)\Phi(t_0, t) = 0 \\
\Phi(t, t_0)\dot{\Phi}(t_0, t) + A(t) = 0
\]

Multiplying both sides by \( \Phi^{-1}(t, t_0) = \Phi(t_0, t) \) and solving for \( \dot{\Phi}(t_0, t) \) yields

\[
\dot{\Phi}(t_0, t) = -\Phi(t_0, t)A(t)
\]
as desired. \( \square \)
5.2.3 Solution of the Forced System

It is a property of linear systems that the solution in response to an input can be written as the sum of the unforced (homogeneous) and forces responses.

We now seek to solve the linear, first-order system of ODEs

\[ \dot{x}(t) = A(t)x(t) + B(t)u(t) \]

The solution will be shown to be

\[ x(t) = \Phi(t, t_0)x(t_0) + \int_{t_0}^{t} \Phi(t, \tau)B(\tau)u(\tau)d\tau \]

**Proof.** We assume a solution to the total system in the form of the unforced solution but with unknown parameters, i.e.,

\[ x(t) = \Phi(t, t_0)k(t) \]

where \( k(t) \in \mathbb{R}^n \) is to be determined. This method of solution is known as variation of parameters.

Differentiating, we have that

\[ \dot{x}(t) = \Phi(t, t_0)\dot{k}(t) + \dot{\Phi}(t, t_0)k(t) \]

Substituting this into the forced system, we have

\[ \Phi(t, t_0)\dot{k}(t) + \dot{\Phi}(t, t_0)k(t) = A(t)\Phi(t, t_0)k(t) + B(t)u(t) \]

But we know that \( \dot{\Phi}(t, t_0) = A(t)\Phi(t, t_0) \). Thus,

\[ \Phi(t, t_0)\dot{k}(t) + A(t)\Phi(t, t_0)k(t) = A(t)\Phi(t, t_0)k(t) + B(t)u(t) \rightarrow \Phi(t, t_0)\dot{k}(t) = B(t)u(t) \]

Solving for \( \dot{k}(t) \) and integrating from \( t_0 \) to \( t \), we have

\[ k(t) = k(t_0) + \int_{t_0}^{t} \Phi(\tau, t_0)^{-1}B(\tau)u(\tau)d\tau \]

where \( \tau \) is just a dummy variable for integration. To determine the integration constant \( k(t_0) \), recall that \( x(t_0) = x_0 \). Since \( x(t_0) = \Phi(t_0, t_0)k(t_0) = x_0 \), we have \( k(t_0) = x_0 \).

The solution to the system is then

\[ x(t) = \Phi(t, t_0)x_0 + \Phi(t, t_0)\int_{t_0}^{t} \Phi(\tau, t_0)^{-1}B(\tau)u(\tau)d\tau \]

Since \( \Phi(t, t_0) \) is constant with respect to the integral, it can be pulled inside. Additionally, recall that \( \Phi^{-1}(\tau, t_0) = \Phi(t_0, \tau) \) and thus we have \( \Phi(t, t_0)\Phi(t_0, \tau) = \Phi(t, \tau) \) by the semigroup property.
The solution then becomes
\[ x(t) = \Phi(t, t_0)x_0 + \int_{t_0}^{t} \Phi(t, \tau)B(\tau)u(\tau)d\tau \]
as desired. The first term is the homogeneous (unforced) solution and the second is
the forced solution. Note that in order to determine how a system responds to any input,
one only needs to know the state transition matrix (solution to the unforced system).

5.3 Solution of LTI Systems

Recall that the state transition matrix is defined in general by the infinite Peano-Baker
series. Computation of this matrix is intractable; for LTI systems, however, the state
transition matrix can be readily computed.

Consider the unforced LTI system
\[ \dot{x}(t) = Ax(t), \quad x(t_0) = x_0 \]
We seek to find the solution \( x(t) \) independently of the definition of the state transition
matrix (which defines the general solution for linear systems). Assume a solution in the
form of an infinite series as shown below (where \( \tilde{t} = t - t_0 \)).
\[ x(\tilde{t}) = \sum_{i=0}^{\infty} a_i \tilde{t}^i \]
Substituting into the unforced system, we have
\[ \sum_{i=0}^{\infty} ia_i \tilde{t}^{i-1} = A \sum_{i=0}^{\infty} a_i \tilde{t}^i \]
Since we seek to compute the coefficients \( a_i \) in the assumed solution, we set the
coefficients of equal powers of \( \tilde{t} \) equal, yielding
\[ a_i = \frac{1}{i!} A^i a_0, \quad i = 1, \ldots, n \]
But \( x(t = t_0) = x(\tilde{t} = 0) = x_0 = a_0 \) so
\[ x(t) = \sum_{i=0}^{\infty} \frac{A^i(t - t_0)^i}{i!} x_0 = e^{A(t-t_0)}x_0 \]
Note that the matrix exponential satisfies all the properties of the state transition
matrix.
Arriving at the above form of solution using Laplace transforms is much simpler.
Consider again the homogeneous system
\[ \dot{x} = Ax, \quad x(0) = x_0 \]

Taking the Laplace transform yields \( sx(s) - x_0 = Ax(s) \). Solving for \( x(s) \) yields \( x(s) = (sI - A)^{-1} x_0 \) and the inverse Laplace transform of \( (sI - A)^{-1} \) is known to be \( e^{At} \). Thus, \( x(t) = e^{At} x_0 \) (and since the system is LTI, we can shift time to account for \( t_0 \neq 0 \)).

### 5.3.1 The Matrix Exponential

The infinite series definition of the exponential \( e^A \) of a matrix \( A \) is not the most convenient for computations. We can obtain a closed-form expression for the matrix exponential by writing \( A \) using its eigendecomposition as \( A = SAS^{-1} \) where \( S \) is the modal matrix of eigenvectors of \( A \) and \( \Lambda \) is the diagonal matrix of eigenvalues of \( A \).

From linear algebra, we know that a matrix \( A \) can be diagonalized if and only if it has \( n \) linearly independent eigenvectors. Also, we know that a matrix has \( n \) linearly independent eigenvectors if and only if it has \( n \) distinct eigenvalues. Thus, for a matrix to be diagonalizable (or similar to a diagonal matrix \( \Lambda \)) then it must have \( n \) distinct eigenvalues.

Using \( A = SAS^{-1} \) to compute \( e^A \), we have

\[
e^A = I + A + \frac{A^2}{2!} + \cdots \\
= I + SAS^{-1} + \frac{1}{2!}(SAS^{-1})(SAS^{-1}) + \cdots \\
= SIS^{-1} + SAS^{-1} + \frac{SA^2S^{-1}}{2!} + \cdots \\
= S \left[ I + \Lambda + \frac{\Lambda^2}{2} + \cdots \right] S^{-1} \\
= Se^{\Lambda}S^{-1}
\]

where \( e^{\Lambda} \) is simply \( \text{diag}\{\lambda_1, \ldots, \lambda_n\} \).

An alternative way to arrive at the same answer is to consider the state transformation \( x = Sz \) where \( S \) is again the matrix of eigenvectors of \( A \). Recall that out system is

\[ \dot{x} = Ax, \quad x(t_0) = x_0 \]

We thus have the transformed system

\[ \dot{z} = S^{-1}ASz = \Lambda z, \quad z(t_0) = S^{-1}x_0 \]

Since the system written in this basis has a diagonal dynamics matrix, the solution of each \( z_i(t) \) is decoupled from the rest. Rewriting the system, we have
\[ \dot{z}_1 = \lambda_1 z_1 \quad \rightarrow \quad z_1(t) = e^{\lambda_1(t-t_0)}z_1(t_0) \]
\[ \vdots \]
\[ \dot{z}_n = \lambda_1 z_n \quad \rightarrow \quad z_n(t) = e^{\lambda_n(t-t_0)}z_n(t_0) \]

Written compactly, we have
\[ z(t) = e^{\Lambda(t-t_0)}z(t_0) \]

Transforming the state back yields
\[ x(t) = S e^{\Lambda(t-t_0)} S^{-1} x_0 = e^{A(t-t_0)} x_0 \]

which is the same solution as obtained previously.

Regardless of which way it’s computed, the matrix exponential arises because the system can be decoupled into \( n \) first order systems by a suitable change of basis. The question then is: what can be done in the case in which \( A \) cannot be diagonalized?

**Jordan Canonical Form**

If \( A \) cannot be diagonalized, then there must be eigenvalues with multiplicities greater than one (and hence linearly dependent eigenvectors). In the case that \( A \) has \( k \) distinct eigenvalues, we may write

\[ J = S^{-1} A S \]

where \( J \in M_n \) is a “nearly-diagonal” matrix called the **Jordan canonical form**. This matrix has the form

\[ J = \begin{bmatrix} J_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & J_k \end{bmatrix} \]

where each \( J_i \in M_{m_i} \) is a **Jordan block** corresponding to eigenvalue \( \lambda_i \) (which has multiplicity \( m_i \)) of the form

\[ J_i = \begin{bmatrix} \lambda_i & 1 & 0 & 0 \\ 0 & \lambda_i & \ddots & 0 \\ 0 & \ddots & \ddots & 1 \\ 0 & \ldots & \ldots & \lambda_i \end{bmatrix} \]

Note that \( \sum_i m_i = n \). To find the columns of the matrix \( S \), we write \( AS = SJ \) out as
\[ A[S_1, S_2, \cdots, S_k] = [S_1, S_2, \cdots, S_k] \begin{bmatrix} J_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & J_k \end{bmatrix} \]

where each \( S_i \in C^{n \times m_i} \) is a submatrix of \( S \). Thus, we may write

\[ AS_i = S_i J_i, \quad i = 1, \ldots, k \]

Consider now a particular Jordan block \( J_i \) and write

\[ A[s_{i1}, s_{i2}, \cdots, s_{im_i}] = [s_{i1}, s_{i2}, \cdots, s_{im_i}] \begin{bmatrix} \lambda_i & 1 & 0 & 0 \\ 0 & \lambda_i & \ddots & 0 \\ 0 & \ddots & \ddots & 1 \\ 0 & 0 & 0 & \lambda_i \end{bmatrix} \]

Multiplying this out, we have

\[
\begin{align*}
A s_{i1} &= \lambda_i s_{i1} \quad \rightarrow (A - \lambda_i I) s_{i1} = 0 \\
A s_{i2} &= s_{i1} + \lambda_i s_{i2} \quad \rightarrow (A - \lambda_i I) s_{i2} = s_{i1} \\
&\vdots \\
A s_{im_i} &= s_{i(m_i-1)} + \lambda_i s_{im_i} \quad \rightarrow (A - \lambda_i I) s_{im_i} = s_{i(m_i-1)}
\end{align*}
\]

The vectors \( s_{ij} \) are called the \textit{generalized eigenvectors} of \( A \). These vectors are thus solved for recursively starting with \( s_{i1} \).

Now, consider application of the Jordan normal form to solving a homogeneous linear system whose dynamics matrix has repeated eigenvalues. We first find the transition matrix corresponding to a single Jordan block by making the state transformation \( x = S z \). Thus, we have \( \dot{z} = S^{-1} A S z = J z \) and \( z(t_0) = S^{-1} x(t_0) \) or

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\vdots \\
\dot{z}_n
\end{bmatrix}
= \begin{bmatrix}
\lambda & 1 & 0 & 0 \\
0 & \lambda & \ddots & 0 \\
0 & \ddots & \ddots & 1 \\
0 & 0 & 0 & \lambda
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
\vdots \\
z_n
\end{bmatrix}
\]

We may rewrite the above system as

\[
\begin{align*}
\dot{z}_1 &= \lambda z_1 + z_2 \\
\dot{z}_2 &= \lambda z_2 + z_3 \\
&\vdots \\
\dot{z}_n &= \lambda z_n
\end{align*}
\]
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Thus, we solve these first-order systems starting from the last equation and back-substitute into the rest as follows.

The solution to the last equation is

$$z_n(t) = e^{\lambda(t-t_0)}z_n(t_0)$$

Using this, the solution to equation \( n-1 \) is then

$$\dot{z}_{n-1} = \lambda z_{n-1} + e^{\lambda(t-t_0)}z_{n}(t_0) \rightarrow z_{n-1}(t) = e^{\lambda(t-t_0)}z_{n-1}(t_0) + (t-t_0)e^{\lambda(t-t_0)}z_{n}(t_0)$$

Continuing this process results in the general solution

$$z_{n-j}(t) = e^{\lambda(t-t_0)}z_{n-j}(t_0) + (t-t_0)e^{\lambda(t-t_0)}z_{n-j-1}(t_0) + \cdots + \frac{(t-t_0)^{n-j-1}}{(n-j)!} e^{\lambda(t-t_0)}z_{n}(t_0)$$

for all \( j = 0, 1, \ldots, n \). Thus, we can write the solution to the whole system as

$$z(t) = e^{J(t-t_0)}z(t_0) = \begin{bmatrix}
1 & (t-t_0) & \frac{(t-t_0)^2}{2!} & \cdots & \frac{(t-t_0)^{n-2}}{(n-2)!} & \frac{(t-t_0)^{n-1}}{(n-1)!} \\
0 & 1 & (t-t_0) & \cdots & \cdots & \cdots \\
0 & 0 & 1 & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \cdots & \cdots \\
0 & \cdots & 0 & 0 & 1 & (t-t_0) \\
0 & \cdots & 0 & 0 & 0 & 1
\end{bmatrix} e^{\lambda(t-t_0)}z(t_0)$$

This is the solution for a single Jordan block - how do we solve the whole system? Recall from linear algebra that if the function of a matrix \( f(A) \) is represented by a convergent series in \( A \), and if \( A = A_1 \oplus \cdots \oplus A_k \) is block-diagonal, then \( f(A) = f(A_1) \oplus \cdots \oplus f(A_k) \).

Thus, if \( J = J_1 \oplus \cdots \oplus J_k \), then \( e^{J(t-t_0)} = e^{J_1(t-t_0)} \oplus \cdots \oplus e^{J_k(t-t_0)} \) where each \( e^{J_i(t-t_0)} \) is computed as detailed above.

5.3.2 Discretization of LTI Systems

Given a continuous LTI system in state space form

$$\dot{x} = Ax + Bu, \quad y = Cx + D$$

we may find the corresponding discrete-time system as follows. Assuming a zero-order hold such that the input \( u(t) \) remains constant over a time interval \( T \), the solution to the continuous system over the sampling interval \( kT \) to \( (k+1)T \) may be written as

$$x((k+1)T) = e^{A((k+1)T-kT)}x(kT) + \int_{kT}^{(k+1)T} e^{A((k+1)T-\lambda)} Bu(kT)d\lambda$$
Defining $\tau = (k+1)T - \lambda$, we change variables in the integral using $d\tau = -d\lambda$; the limits of integration must thus run from $(k+1)T - kT = T$ to $(k+1)T - (k+1)T = 0$.

\[
x((k+1)T) = e^{AT}x(kT) - u(kT) \int_{T}^{0} e^{A\tau}Bd\tau
\]

Switching the limits of integration and writing $x(kT) = x_k$ and $u(kT) = u_k$ yields the equivalent discrete-time system

\[
x_{k+1} = Fx_k + Gu_k
\]

where

\[
F = e^{AT}, \quad G = \int_{0}^{T} e^{A\tau}Bd\tau
\]

5.4 Stability

5.4.1 Internal Stability of Linear Systems

Given the unforced LTV state space system

\[
\dot{x}(t) = A(t)x(t), \quad x(t_0) = x_0
\]

it’s clear that the equilibrium point is at $x = 0$.

Vector Norms

The $p$-norm of a vector $x \in \mathbb{R}^n$ is defined to be

\[
||x||_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}
\]

For $p = 2$, this is the familiar Euclidean norm $||x||_2 = \sqrt{x^T x}$. We may visualize these norms by considering the shapes of regions of constant norm. For $p = 1$, this region is a diamond; for $p = 2$ it is a circle. For $p > 2$ the shape approaches a square as $p \to \infty$. Thus, the $p = \infty$ norm is defined to be

\[
||x||_\infty = \max_i |x_i|
\]

Matrix Norms

How can we measure the “size” of a matrix? Since matrices represent linear transformations which act on vectors, we can define the norm of a matrix by its action on a vector. For any $A \in \mathbb{C}^{m \times n}$ we thus define the induced $p$-norm to be
\[ ||A||_p = \max_{x \neq 0} \frac{||Ax||_p}{||x||_p} = \max_{||x||_p = 1} ||Ax||_p \]

where the two definitions above are equivalent. It can be shown that:

For \( p = 1 \), the norm is equal to the maximum of the column sums, ie

\[ ||A||_1 = \max_{1 \leq j \leq n} \sum_{i=1}^{m} |a_{ij}| \]

For \( p = 2 \), the norm is equal to the maximum singular value of \( A \) (maximum eigenvalue of \( A^T A \)), ie

\[ ||A||_2 = \lambda_{\text{max}} (A^T A) \]

For \( p = \infty \), the norm is equal to the maximum of the row sums, ie

\[ ||A||_\infty = \max_{1 \leq i \leq m} \sum_{j=1}^{n} |a_{ij}| \]

5.4.2 Types of Stability

Note that in all of the following definitions, stability is not dependent on the norm chosen!

Uniform Stability

An LTV system is uniformly stable if there exists a finite, positive constant \( \gamma \) such that for any \( x_0, t_0 \) the corresponding solution satisfies

\[ ||x(t)|| \leq \gamma ||x_0|| \]

**Theorem:** The LTV system is uniformly stable if and only if there exists a finite, positive constant \( \gamma \) such that

\[ ||\Phi(t, \tau)|| < \gamma \]

for \( t \geq \tau \). The constant \( \gamma \) determines the upper bound on the norm of the state.

**Proof.** ← Assume that such a constant exists. Then the solution \( x(t) = \Phi(t, t_0)x_0 \) implies

\[ ||x(t)|| = ||\Phi(t, t_0)x_0|| \leq ||\Phi(t, t_0)|| ||x_0|| \leq \gamma ||x_0|| \]

by Cauchy-Schwarz and thus the system is uniformly stable by the definition above.

→ Now, assume that the system is uniformly stable and show that such a constant exists such that the norm of the state transition matrix is bounded (not proven in class). □
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Uniform Exponential Stability

The LTV system is uniformly exponentially stable if and only if there exist finite, positive constants $\gamma, \lambda$ such that for all $x_0, t_0$ the solution satisfies

$$||x(t)|| \leq \gamma e^{-\lambda (t-t_0)} ||x_0||$$

Note that exponential stability implies that $x(t) \to 0$ as $t \to \infty$ while uniform stability does not. The constant $\lambda$ determines the rate of convergence of the norm of the state.

**Theorem:** The LTV system is uniformly exponentially stable if and only if there exist $\gamma, \lambda$ such that

$$||\Phi(t, \tau)|| \leq \gamma e^{-\lambda (t-\tau)}$$

for all $t \geq \tau$. The proof (in the easy direction) is similar to that for uniform stability.

Exponential Stability of LTI Systems

**Theorem:** The LTI system $\dot{x} = Ax, x(t_0) = x_0$ is uniformly exponentially stable if and only if all the eigenvalues of $A$ have negative real parts.

**Proof.** ← Recall that the solution to the above system is $x(t) = e^{A(t-t_0)}x_0$. If $A$ is diagonalizable then the theorem is clear from the fact that $e^{A(t-t_0)} = Se^{\Lambda(t-t_0)}S^{-1}$ where $\Lambda$ is diagonal.

We know that for a general LTI system

$$\Phi(t, t_0) = e^{A(t-t_0)} = Se^{\Lambda(t-t_0)}S^{-1}$$

since $A$ is similar via $S$ to the “near-diagonal” Jordan canonical form $J = J_1 \oplus \cdots \oplus J_n$. Also note that $e^J = e^{J_1} + \cdots + e^{J_n}$ (see notes from the previous lecture).

We thus have

$$||\Phi(t, t_0)|| \leq ||S|| ||e^{\Lambda(t-t_0)}|| ||S^{-1}|| \leq \gamma_1 ||e^{J(t-t_0)}|| \gamma_2$$

Now, how to bound the norm of the exponential of the Jordan form? Recall that for all $i$, the matrix $e^{J_i} \in C^{n \times n}$ has the form $Te^{\lambda_i(t-t_0)}$ where $T \in R^{n \times n}$ is a matrix with entries which are polynomials in $(t-t_0)$ of order at most $n-1$ where $n$ is the algebraic multiplicity of eigenvalue $\lambda_i$.

If $\text{Re}(\lambda_i) < 0$ then since exponential decay dominates polynomial growth for large values of $t-t_0$, we have that each $e^{J_i(t-t_0)}$ is bounded by $\gamma_3$ such that

$$||e^{J_i(t-t_0)}|| \leq \gamma_3 e^{\lambda_i(t-t_0)}$$

Since this holds for all the Jordan blocks composing $J$, we have

$$||\Phi(t, t_0)|| \leq \gamma_1 \gamma_2 \gamma_3 ||e^{J(t-t_0)}||$$
and thus the LTI system (diagonalizable or not) is exponentially stable as long as \( \text{Re}(\lambda_i) < 0 \) for all \( i \).

\[ \square \]

**Asymptotic Stability**

An LTV system is uniformly asymptotically stable if (1) it is uniformly stable and (2) Given any positive constant \( \delta \) there exists a positive \( T \) such that for any \( x_0, t_0 \) the solution to the system satisfies

\[
||x(t)|| \leq \delta ||x_0||, \quad t \geq t_0 + T
\]

In other words, the system becomes uniformly stable after finite time \( T \) has elapsed.

### 5.4.3 The Routh Stability Criterion

Given the characteristic polynomial corresponding to the dynamics matrix \( A \) of an LTI system,

\[
p_A(\lambda) = \lambda^n + a_1 \lambda^{n-1} + \cdots + a_n
\]

the Routh Stability Criterion allows for determination of the number of unstable (positive real part) roots based on an algebraic test.

First, note that a necessary (but not sufficient) condition for stability (all eigenvalues have negative real parts) is that the coefficients of the characteristic polynomial are all positive.

To check sufficiency, construct the Routh array and ensure that the first column is positive.

### 5.4.4 Lyapunov Stability Theory

It has been motivated in class that the "energy" of a linear system is of a quadratic form. Intuitively, the energy of a system must go to zero as time goes to infinity if the system is stable. Lyapunov stability theory extends this idea to linear systems for which energy is not readily defined.

Let the energy associated with a system having state \( x(t) \) at time \( t \) be

\[
V(x, t) = x^T(t)P(t)x(t)
\]

where \( P(t) \in R^{n \times n} \) is symmetric and positive semidefinite (so that the energy in the system is always \( \geq 0 \)). We wish to study the rate of change of energy in the system and thus compute

\[
\frac{dV}{dt} = \dot{x}^TPx + x^T \dot{P}x + x^TP\dot{x}
\]

but we know that \( \dot{x} = Ax, \) so
\[
\dot{V} = \dot{x}^T P x + x^T \dot{P} x + x^T P \dot{x} \\
= x^T A^T P x + x^T \dot{P} x + x^T P A x \\
= x^T \left[ A^T P + PA + \dot{P} \right] x
\]

In order for the system to be stable, we require that the rate of change of its energy must be negative. We state this formally (with additional conditions) as follows.

**Uniform Stability**

The linear system is *uniformly stable* if there exists a \( P(t) \in \mathbb{R}^n \) which is continuously differentiable, symmetric for all \( t \) and satisfies

1. \( \eta I \preceq P(t) \preceq \rho I, \quad \eta, \rho > 0 \)
2. \( A^T(t) P(t) + P(t) A(t) + \dot{P}(t) \preceq 0 \forall t \)

**Proof.** ← Consider integrating the derivative of energy \( V \) of the system from time \( t_0 \) to time \( t \) to determine the change in energy between these times. This yields

\[
\int_{t_0}^{t} \frac{dV}{d\tau} d\tau = V(t) - V(t_0) = x^T(t) P(t) x(t) - x^T(t_0) P(t_0) x(t_0)
\]

where the definition of \( V(x, t) \) has been used. However, from above, we have the expression

\[
\frac{dV}{dt} = x^T(t) \left[ A^T(t) P(t) + P(t) A(t) + \dot{P}(t) \right] x(t)
\]

And thus the same integral yields

\[
\int_{t_0}^{t} \frac{dV}{d\tau} d\tau = \int_{t_0}^{t} x^T(\tau) \left[ A^T(\tau) P(\tau) + P(\tau) A(\tau) + \dot{P}(\tau) \right] x(\tau) d\tau
\]

From the second condition above, the integrand is the quadratic form of a negative semidefinite matrix and thus is nonpositive for all time; the integral must therefore be nonpositive. Thus,

\[
x^T(t) P(t) x(t) - x^T(t_0) P(t_0) x(t_0) \leq 0
\]

and hence

\[
x^T(t) P(t) x(t) \leq x^T(t_0) P(t_0) x(t_0)
\]

for all \( t \geq t_0 \). From the first condition above, we then have
\[ x^T(t)P(t)x(t) \leq x^T(t_0)P(t_0)x(t_0) \]
\[ \eta x(t)^T x(t) \leq \rho x(t_0)^T x(t_0) \]
\[ ||x(t)|| \leq \sqrt{\frac{\rho}{\eta}} ||x(t_0)|| \]

which implies uniform stability.

Note that this is a sufficient condition for uniform stability of an LTV system, but not a necessary one.

**Exponential Stability**

The linear system is *exponentially stable* if there exists a \( P(t) \in \mathbb{R}^n \) which is continuously differentiable, symmetric for all \( t \) and satisfies

1. \( \eta I \preceq P(t) \preceq \rho I, \quad \eta, \rho > 0 \)
2. \( A^T(t)P(t) + P(t)A(t) + \dot{P}(t) \preceq -Q \forall t \)

where \( Q \) is symmetric and positive definite. (Note that for a positive definite matrix \( Q \) we have \( \lambda_{\min}(Q)||x||_2^2 \leq x^TQx \leq \lambda_{\max}(Q)||x||_2^2 \).

The above theorem applies to all linear system and provides a sufficient condition for exponential stability. However, for an LTI system we have a stronger theorem as follows.

**Exponential Stability of LTI Systems**

An LTI system is exponentially stable if and only if the *Lyapunov equation*

\[ A^T P + PA = -Q \]

has a unique solution \( P \) for some positive definite matrix \( Q \).

Notes:

1. The above theorem provides a recipe for checking for exponential stability: start with some \( Q \succ 0 \) and solve for \( P \). If any \( P \) isn’t symmetric positive semidefinite then the system can immediately be declared unstable.
2. \( Q \succ 0 \) is arbitrary, so \( Q = I \) is often chosen.
3. The Lyapunov equation can be written as a *Linear Matrix Inequality* as follows: find \( P \) such that \( A^T P + PA \prec 0 \).
4. The solution to the Lyapunov equation for any \( Q \) is given by \( P = \int_0^\infty e^{A^T t} Q e^{A t} dt \).
5.4.5 BIBO Stability

Consider the LTV system with zero initial conditions given by

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t) \\
y(t) = C(t)x(t) + D(t)u(t)
\]

Recall that the output of this system can be written as

\[
y(t) = \int_0^t C(t)\Phi(t, \tau)B(\tau)u(\tau)d\tau + D(t)u(t)
\]

The above system is uniformly BIBO stable if there exists a finite, positive constant \(\gamma\) such that for every input \(u(t)\) the forced response \(y(t)\) satisfies

\[
\sup_{t \in [0, \infty]} ||y_f(t)|| = \gamma \sup_{t \in [0, \infty]} ||u(t)||
\]

where \(\sup\) differs from \(\max\) in that it denotes the minimal upper bound.

**Theorem:** The LTV system is BIBO stable if and only if every entry of \(D(t)\) is uniformly bounded and

\[
\sup_{t \geq 0} \int_0^t |g_{ij}(t, \tau)|d\tau < \infty
\]

for every entry \(g_{ij}(t, \tau)\) of the matrix \(G(t, \tau) = C(t)\Phi(t, \tau)B(\tau)\) (this is the impulse response function, the matrix which gets convolved with \(u(t)\) to produce the output \(y(t)\)).

**Proof.** ← Compute the norm of the output as follows.

\[
||y(t)|| = ||C(t)\int_0^t \Phi(t, \tau)B(\tau)u(\tau)d\tau + D(t)u(t)|| \\
\leq \int_0^t ||C(t)\Phi(t, \tau)B(\tau)|| ||u(\tau)||d\tau + ||D(t)|| ||u(t)||
\]

which results from the triangle and Cauchy-Schwarz norm inequalities. Now, define \(\mu = \sup_{t \in [0, \infty]} ||u(t)||\) and \(\delta = \sup_{t \in [0, \infty]}\) so that

\[
||y(t)|| \leq \left(\int_0^t ||G(t, \tau)||d\tau + \delta\right) \mu
\]

Note that

\[
||G(t, \tau)|| \leq \sum_{i,j=1}^n |g_{ij}(t, \tau)|
\]
from the definition of the matrix p-norms (consider $p = 1$ or $p = \infty$ which sum only in one column or row, since the type of norm used does not affect the stability analysis). Likewise, we may write

$$\int_0^t ||G(t, \tau)||d\tau \leq \int_0^t \sum_{i,j=1}^n |g_{ij}(t, \tau)|d\tau$$

and thus

$$||y(t)|| \leq \sup \int_0^t ||G(t, \tau)||d\tau + \delta < \infty$$

from the second condition above.

For LTI systems, we have $G(t, \tau) = Ce^{A(t-\tau)}B$ so the second condition above becomes

$$\sup_{t \geq 0} \int_0^t |g_{ij}(t - \tau)|d\tau < \infty$$

Further, for LTI systems we have the following theorem.

**Theorem:** An LTI system is BIBO stable if and only if every pole of every entry of the transfer function $G(s) = C(sI - A)^{-1}B$ has strictly negative real part.

The important thing to note here is: *all poles of the transfer functions are eigenvalues of the system but not all eigenvalues of the system show up as poles of the transfer functions!* Due to cancellation, it is possible for a system to be BIBO stable but not internally (exponentially) stable. We conclude with the following theorem.

**Theorem:** An LTI system is BIBO stable if it is internally (exponentially) stable (this implies that all the eigenvalues of the system have negative real part). The converse is not true in general!

### 5.5 Controllability and Observability

All linear controllers involve state feedback and thus two important questions arise: (i) Is it always possible to apply an input such that the state of the system is forced to some desired state? (ii) Is it always possible to determine the state of the system (needed to apply feedback) from the measured output?

A linear system (time-varying, in general) is said to be *controllable* if there exists a finite time $t_f > t_0$ such that for any initial initial state $x(t_0)$ and any desired state $x(t_f)$ there exists a finite finite/bounded control input $u(t)$ defined on $[t_0, t_f]$ which transfers the system state from $x(t_0)$ to $x(t_f)$.

A linear system is said to be *observable* if there exists a finite $t_f > t_0$ such that for any initial state $x(t_0)$, knowledge of the input $u(t)$ and the measured output $y(t)$ over the interval $[t_0, t_f]$ is sufficient to determine $x(t)$ on the interval.
5.5.1 Controllability

A linear system is controllable over the interval \([t_0, t_f]\) if and only if the controllability Grammian

\[ W_c(t_0, t_f) = \int_{t_0}^{t_f} \Phi(t_0, \tau)B(\tau)B^T(\tau)\Phi^T(t_0, \tau)d\tau \]

is nonsingular.

**Proof.** \(\rightarrow\) Given the LTV system and and the desired final state \(x(t_f)\), we have for some control input \(u(t)\) the solution

\[ x(t_f) = \Phi(t_f, t_0)x(t_0) + \int_{t_0}^{t_f} \Phi(t_f, \tau)B(\tau)u(\tau)d\tau \]

We desire to solve the above equation for \(u(t)\) given \(x(t_0) = x_0\). Defining \(F(\tau) = \Phi(t_f, \tau)B(\tau)\) and rearranging, we have

\[ x_f - \Phi(t_f, t_0)x_0 = \int_{t_0}^{t_f} F(\tau)u(\tau)d\tau \]

In order for the above system to have a solution \(u(t)\), we know that \(F(t)\) must have linearly independent rows. The condition for linear independence of the rows of \(F(t)\) is

\[ \int_{t_0}^{t_f} F(\tau)F^T(\tau)d\tau = \int_{t_0}^{t_f} \Phi(t_0, \tau)B(\tau)B^T(\tau)\Phi^T(t_0, \tau)d\tau = W_c(t_0, t_f) \]

is nonsingular. \(\square\)

For an LTI system, we have that

\[ F(\tau) = e^{A(t_0-\tau)}B \]

In order for the rows of \(F(t)\) to be linearly independent in general, we must show that for some \(t' \in [t_0, t_f]\)

\[ \text{rank} \left[ F(t') \quad F(t')^{(2)} \quad \cdots \quad F^{(n)}(t') \quad \cdots \right] = n \]

or, in the LTI case,

\[ \text{rank} \left[ e^{A(t_0-t')}B \quad -e^{A(t_0-t')}AB \quad e^{A(t_0-t')}A^2B \quad \cdots \quad (-1)^{n-1}e^{A(t_0-t')}A^{n-1}B \cdots \right] = n \]

Since we are free to choose any \(t' \in [t_0, t_f]\), choose \(t' = t_0\). Then controllability is determined by the rank of the controllability matrix as

\[ \text{rank} \left[ B \quad AB \quad A^2B \quad \cdots \quad A^{n-1}B \quad \cdots \right] = n \]
Recall that from Cayley-Hamilton, we have that \( p_\lambda(A) = A^n + a_1A^{n-1} + a_2A^{n-2} + \cdots + a_nI = 0 \) and thus

\[
A^n = -a_1A^{n-1} - a_2A^{n-2} - \cdots - a_nI \\
A^{n+1} = -a_1A^n - a_2A^{n-1} - \cdots - a_nA \\
\vdots \\
A^{n+j} = -a_1A^{n+j-1} - a_2A^{n+j-2} - \cdots - a_nA^j
\]

and thus every power of \( A \) after \( A^{n-1} \) is a linear combination of lower powers of \( A \). Terms in the controllability matrix involving powers of \( A \) past \( A^{n-1} \) thus do not affect the rank of the controllability matrix! The condition for controllability of the LTI system thus becomes

\[
\text{rank } C(A,B) = \text{rank } [B \ AB \ A^2B \ \cdots \ A^{n-1}B] = n
\]

where \( C(A,B) \in \mathbb{R}^{n \times nm} \) is the controllability matrix. For a SISO system, \( C(A,b) \in \mathbb{R}^{n \times n} \) must have nonzero determinant.

### 5.5.2 Observability

A linear (in general, time-varying) system is observable on the interval \([t_0, t_f]\) if and only if the observability Grammian

\[
W_0(t_0, t_f) = \int_{t_0}^{t_f} \Phi^T(\tau, t_0)C^T(\tau)C(\tau)\Phi(\tau, t_0)\,d\tau
\]

is nonsingular.

Following a similar method as given for controllability, it can be shown that the condition for observability of an LTI system is

\[
\text{rank } O(A, C) = \text{rank } [C^T \ A^TC^T \ (A^T)^2C^T \ \cdots \ (A^T)^{n-1}C^T] = n
\]

where \( O(A, C) \) is the observability matrix. Also note that we may write the condition as

\[
\text{rank } O(A, C) = \text{rank } O^T(A, C) \begin{bmatrix} C \\ CA \\ CA^2 \\ \vdots \\ C^{n-1}A \end{bmatrix} = n
\]
5.5.3 Duality

Note that setting $C = B^T$ and $A = A^T$ in $O(A, C)$ yields $C(A, B)$; it is thus said that observability and controllability are dual.

Let

$$\dot{x} = Ax + Bu, \quad y = Cx$$

denote the primal system and let

$$\dot{z} = A^Tz + C^Tu, \quad y = B^Tz$$

denote the dual system. Duality says that the primal system is controllable if the dual system is observable (and vice-versa).

The following statements are equivalent for LTI systems:

- The pair $(A, B)$ is controllable.
- The matrix $W_c$ is nonsingular.
- $\text{rank}(C(A,B)) = n$
- The matrix $[A - \lambda I, B] \in \mathbb{R}^{n \times 2n}$ has rank $n$ for every eigenvalue $\lambda$ of $A$ (this is the Popov-Bellevitch-Hautus or PBH test). Equivalently, the system is uncontrollable iff there exists a left eigenvector $x$ of $A$ which lies in the nullspace of $B$, ie $x^T \lambda = x^T A = \lambda x^T$ and $x^T B = 0$.
- If all eigenvalues of $A$ have negative real part, then the unique solution to the Lyapunov equation $AW_c + W_c A^T = -BB^T$ is positive-definite and given by $W_c = \int_0^\infty e^{A^T \tau} BB^T e^{A \tau} d\tau$. Thus, for a stable system we can calculate the controllability Grammian using this Lyapunov equation (for which there are methods of solution). Note that this comes from taking the derivative of the matrix $W_c$ and solving for the steady-state (ie $W_c = 0$) solution of the resulting Lyapunov equation.

5.5.4 Lyapunov Stability (updated)

Given an LTI system, the following conditions are equivalent:

- The system is asymptotically stable.
- The system is exponentially stable.
- The real parts of all eigenvalues of $A$ are negative.
- The Lyapunov equation $PA + A^T P = -Q$ has a unique, positive-definite solution $P$ for any positive-definite matrix $Q$. The solution is given by $P = \int_0^\infty a^{A^T t} Q e^{At} dt$ (it’s clear that if the real parts of $\lambda(A)$ are nonnegative then this solution will be unbounded!)
• There exists a matrix $P > 0$ for which the inequality $A^T P + PA < 0$ (there are multiple solutions $P$ and if none are positive definite then the system is unstable!)

• For every pair $(A, B)$ that is controllable, there is a unique solution $P > 0$ to the Lyapunov equation $AP + PA^T = -BB^T$ (Note that $BB^T$ is always positive semi-definite since $x^T BB^T x = (B^T x)^T (B^T x) = ||B^T x||_2^2 ≥ 0$). The solution to this equation is the controllability grammian, which is guaranteed to be positive definite for a controllable system.

• For every pair $(A, C)$ that is observable, there is a unique solution $P > 0$ to the Lyapunov equation $A^T P + PA = -CC^T$ (Note that $CC^T$ is always positive semi-definite since $x^T CC^T x = (Cx)^T (Cx) = ||Cx||_2^2 ≥ 0$). The solution to this equation is the observability grammian, which is guaranteed to be positive definite for an observable system.

Note that if $A$ is not symmetric, its quadratic form can still be defined by writing $A = \frac{1}{2}(A + A^T) + \frac{1}{2}(A - A^T)$ where $(A + A^T)$ is symmetric and $(A - A^T)$ is antisymmetric (or skew-symmetric). It can be shown that $x^T (A - A^T)x = 0$ and thus we have $x^T Ax = x^T (A + A^T)x$ (to see this, note that for some antisymmetric matrix $R$, we have $(x^T Rx) = (x^T Rx)^T = x^T R^T x = -x^T Rx$ and thus $x^T Rx = 0$).

5.5.5 Equivalent System Representations

Recall that the linear system

$$\dot{x} = Ax + Bu, \quad y = Cx$$

is said to be similar to the system

$$\dot{\bar{x}} = \bar{A} \bar{x} + \bar{B} u, \quad \bar{y} = \bar{C} \bar{x}$$

where $\bar{T} = T^{-1}AT$, $\bar{B} = T^{-1}B$, and $\bar{C} = CT$ via the state transformation $x = T \bar{x}$ where $T$ is some nonsingular matrix. For such systems, we have $G(s) = C(sI - A)^{-1}B = \bar{C}(sI - \bar{A})^{-1}\bar{B}$, that is, the transfer function of the system is the same.

**Theorem:** Observability and controllability properties are invariant under equivalence transformations.

**Proof.** Consider the controllability matrix $C(A, B)$. For the original and transformed systems, this is

$$C(A, B) = \begin{bmatrix} B & AB & A^2B & \cdots & A^{n-1}B \end{bmatrix}$$
$$C(\bar{A}, \bar{B}) = \begin{bmatrix} \bar{B} & \bar{A}\bar{B} & \bar{A}^2\bar{B} & \cdots & \bar{A}^{n-1}\bar{B} \end{bmatrix}$$

Note that since $\bar{A} = T^{-1}AT$, we have $\bar{A}^k = (T^{-1}AT)(T^{-1}A) \cdots (T^{-1}AT) = T^{-1}A^kT$ and thus $\bar{A}^k \bar{B} = (T^{-1}A^kT)(T^{-1}B) = T^{-1}A^kB$ and so
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\[ C(\bar{A}, \bar{B}) = \begin{bmatrix} B & \bar{A}B & A^2B & \cdots & A^{n-1}B \end{bmatrix} = \begin{bmatrix} T^{-1}B & T^{-1}AB & T^{-1}A^2B & \cdots & T^{-1}A^{n-1}B \end{bmatrix} = T^{-1}C(A, B) \]

Assume that the original system is controllable. Recall that for two matrices \(A, B\) with \(A\) invertible, we know that \(\text{rank}(AB) = \text{rank} B\), that is, multiplication by an invertible matrix does not change the rank. Since \(\text{rank} C(\bar{A}, \bar{B}) = \text{rank} T^{-1}C(A, B) = \text{rank} C(A, B) = n\), we have that the transformed system must also be controllable.

**Theorem:** Suppose that the LTI system \(\{A, B, C\}\) is such that \(\text{rank} C(A, B) = r < n\), that is, the system is uncontrollable. Then there exists an equivalence transformation \(T\) such that

\[
\bar{A} = \begin{bmatrix} \bar{A}_c & \bar{A}_\bar{c} \\ 0 & \bar{A}_\bar{c} \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} \bar{B}_c \\ 0 \end{bmatrix}, \quad \bar{C} = \begin{bmatrix} \bar{C}_c & \bar{C}_\bar{c} \end{bmatrix}
\]

where for a system with \(n\) states, \(m\) inputs and \(k\) outputs,

\[
\begin{align*}
A_c & \in \mathbb{R}^{r \times r} \\
\bar{A}_c & \in \mathbb{R}^{r \times n-r} \\
\bar{A}_\bar{c} & \in \mathbb{R}^{n-r \times n-r} \\
B_c & \in \mathbb{R}^{r \times m} \\
\bar{C}_c & \in \mathbb{R}^{k \times r} \\
\bar{C}_\bar{c} & \in \mathbb{R}^{k \times n-r}
\end{align*}
\]

The following statements about this realization hold.

- The pair \((\bar{A}_c, \bar{B}_c)\) is controllable, that is, \(\text{rank} C(\bar{A}_c, \bar{B}_c) = r\).

- The states of the transformed system \(\{\bar{A}, \bar{B}, \bar{C}\}\) are separated into controllable and uncontrollable with \(\bar{x} = [\bar{x}_c^T, \bar{x}_{\bar{c}}^T]^T\) where \(\bar{x}_c \in \mathbb{R}^r\) and \(\bar{x}_{\bar{c}} \in \mathbb{R}^{n-r}\).

- The transfer function satisfies \(G(s) = C(sI - A)^{-1}B = \bar{C}_c(sI - \bar{A}_c)^{-1}\bar{B}_c\). Note that since \((sI - A)^{-1}\) involves an \(n^{th}\) order polynomial and \((sI - \bar{A}_c)\) involves an \(r^{th}\) order polynomial (where \(r < n\)) there must be \(n - r\) cancellations.

Writing out the equations for the transformed system using this realization, we have

\[
\begin{align*}
\dot{\bar{x}}_c &= \bar{A}_c\bar{x}_c + \bar{A}_\bar{c}\bar{x}_{\bar{c}} + \bar{B}_c u \\
\dot{\bar{x}}_{\bar{c}} &= \bar{A}_\bar{c}\bar{x}_{\bar{c}}
\end{align*}
\]
The solution to the second system of equations is clearly $\vec{x}_c(t) = e^{\vec{A}_c t} \vec{x}_c(0)$ and thus the control input has no effect on these states!

Since the original and transformed state vectors are related by the transformation $\vec{x} = T^{-1} \vec{x}$, we may write $T = \begin{bmatrix} R_1 \\ R_2 \end{bmatrix}$ and thus $\vec{x} = \begin{bmatrix} \vec{x}_c \\ \vec{x}_\bar{c} \end{bmatrix} = \begin{bmatrix} R_1 \vec{x} \\ R_2 \vec{x} \end{bmatrix}$ which makes it clear that the controllable and uncontrollable states are linear combinations of the original states.

**Theorem:** Suppose that the LTI system $\{A, B, C\}$ is such that rank $O(A, C) = r < n$, that is, the system is unobservable. Then there exists an equivalence transformation $T$ such that

$$A = \begin{bmatrix} \bar{A}_o & 0 \\ \bar{A}_{\bar{c}o} & \bar{A}_{\bar{c}} \end{bmatrix}, \quad B = \begin{bmatrix} \bar{B}_o \\ \bar{B}_{\bar{c}} \end{bmatrix}, \quad C = \begin{bmatrix} \bar{C}_o & 0 \end{bmatrix}$$

where for a system with $n$ states, $m$ inputs and $k$ outputs,

$$\bar{A}_o \in \mathbb{R}^{r \times r}, \quad \bar{A}_{\bar{c}o} \in \mathbb{R}^{n-r \times r}, \quad \bar{A}_{\bar{c}} \in \mathbb{R}^{n-r \times n-r}, \quad \bar{B}_o \in \mathbb{R}^{r \times m}, \quad \bar{B}_{\bar{c}} \in \mathbb{R}^{n-r \times m}, \quad \bar{C}_o \in \mathbb{R}^{k \times r}$$

The following statements about this realization hold.

- The pair $(\bar{A}_o, \bar{C}_o)$ is observable, that is, rank $O(\bar{A}_o, \bar{C}_o) = r$.
- The states of the transformed system $\{\bar{A}, \bar{B}, \bar{C}\}$ are separated into observable and unobservable with $\vec{x} = [\vec{x}_o^T, \vec{x}_{\bar{c}}^T]^T$ where $\vec{x}_o \in \mathbb{R}^r$ and $\vec{x}_{\bar{c}} \in \mathbb{R}^{n-r}$.
- The transfer function satisfies $G(s) = C(sI - A)^{-1}B = \bar{C}_c(sI - \bar{A}_c)^{-1}\bar{B}_c$ (again, cancellation must occur).

Writing out the equations for the transformed system using this realization, we have

$$\dot{\vec{x}}_o = \bar{A}_o \vec{x}_o + \bar{B}_o u$$
$$\dot{\vec{x}}_{\bar{c}} = \bar{A}_{\bar{c}o} \vec{x}_o + \bar{A}_{\bar{c}} \vec{x}_{\bar{c}} + \bar{B}_{\bar{c}} u$$
$$y = \bar{C}_o \vec{x}_o$$

It’s thus clear from the output equation that $\vec{x}_{\bar{c}}$ contributes nothing to the output and thus cannot be observed! Again, we can show that the observable and unobservable states are linear combinations of the states of the original system.

There are four types of states: those which are controllable, those which are observable, those which are controllable and observable and those which are neither.
Minimal Realizations

A realization is called minimal if it has the smallest matrix $A$ among all triples $\{A, B, C\}$ which satisfy $G(s) = C(sI - A)^{-1}B$ (of course, there are infinite such minimal realizations via similarity so this representation is not unique).

**Theorem:** A realization is minimal if and only if it is both controllable and observable.

If $\{A_1, B_1, C_1\}$ and $\{A_2, B_2, C_2\}$ are two minimal realizations of a transfer function $G(s)$, there exists a unique, invertible matrix $T$ such that

$$A_2 = T^{-1}A_1T, \quad B_2 = T^{-1}B_1, \quad C_2 = C_1T$$

Furthermore, $T$ is given by either

$$T = C_1C_2^T(C_2C_2^T)^{-1}$$
$$T = (O_2^T O_2)^{-1}O_2^T O_1$$

where we note that the first equation involves the right pseudoinverse $C_2^\dagger = C_2^T(C_2C_2^T)^{-1}$ and the second equation involves the left pseudoinverse $O_2^\dagger = (O_2^T O_2)^{-1}O_2^T$. For a SISO system, these matrices are square and so the expressions reduce to

$$T = C_1C_2^{-1}$$
$$T = O_2^{-1}O_1$$

5.6 State Feedback Control

Assuming that the state of the system

$$x = Ax + Bu, \quad y = Cx$$

is known exactly, we design a feedback controller $u_{fb} = -Kx$; letting $u_{ext} = \nu$ be a reference or disturbance input, the total input is then $u = -Kx + \nu$ and the closed-loop system becomes

$$x = (A - BK)x + B\nu, \quad y = Cx$$

The dynamics of the system are thus governed by the matrix $A_{cl} = A - BK$, referred to as the closed-loop dynamics matrix. Our choice of the gain matrix $K$ thus determines how the system behaves.
5.6.1 Popov-Bellevitch-Hautus Controllability Test

The Popov-Bellevitch-Hautus (PBH) test states that the pair \((A, B)\) is controllable if every eigenvector of \(A^T\) (left eigenvector of \(A\)) is not in the nullspace of \(B^T\) (the left nullspace of \(B\)).

**Theorem:** If the pair \((A, B)\) is controllable, then the pair \((A + \mu I, B)\), \(\mu \in \mathbb{R}\) is also controllable.

**Proof.** The matrix \(A + \mu I\) has the same eigenvectors as \(A\) and eigenvalues each shifted by \(\mu\). If \((A, B)\) is controllable (passes the above PBH test) then since the eigenvectors do not change, \((A + \mu I, B)\) must also be controllable. 

Since \((A+\mu I, B)\) is controllable, we know that the solution to the Lyapunov equation

\[
(\mu I + A)W + W(\mu I + A)^T = -BB^T
\]

exists and is positive definite (specifically, it is the controllability grammian). Expanding this expression and noting that \(W\) is nonsingular, we find the following.

\[
\begin{align*}
(\mu I + A)W + W(\mu I + A)^T &= -BB^T \\
AW + WA^T + BB^T &= -2\mu W \\
W^{-1}AW + A^TW^{-1}BB^T &= -2\mu I \\
W^{-1}A + A^TW^{-1}BB^TW^{-1} &= -2\mu W^{-1}
\end{align*}
\]

Letting \(P = W^{-1}\) (which is also positive definite since the eigenvalues of \(P\) are the reciprocals of the eigenvalues of \(W\)), this becomes

\[
PA + A^TP + PBB^TP = -2\mu P
\]

We can write this equation as (???)

\[
P(A - BK) + (A - BK)^TP = -2\mu P
\]

Since \(P \succ 0\), then \(2\mu P \succ 0\); since we know that there exists a positive definite solution \(P = W^{-1}\) to this Lyapunov equation, it follows that \(A - BK\) is stable.

**Theorem:** If the LTI system is controllable, then it is possible to find a feedback controller \(u = -Kx\) which places all eigenvalues of the closed-loop system in the complex semiplane \(\text{Re}(s) \leq \mu\). If the system is not controllable, then there exists a state representation for which the state vector is partitioned into the controllable states \(\bar{x}_c\) and the uncontrollable states \(\bar{x}_\bar{c}\) with dynamics

\[
\begin{align*}
\dot{\bar{x}}_c &= \bar{A}_c\bar{x}_c + \bar{A}_{c\bar{c}}\bar{x}_\bar{c} + \bar{B}_c u \\
\dot{\bar{x}}_\bar{c} &= \bar{A}_{\bar{c}\bar{c}}\bar{x}_\bar{c}
\end{align*}
\]
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Since the input \( u \) cannot affect the uncontrollable states \( \bar{x}_c \), we can never choose a gain matrix which stabilizes these states. The best we can do is to design a state feedback controller for the controllable part \( \bar{A}_c \bar{x}_c \) by treating the term \( d = \bar{A}_c \bar{x}_c \) as a disturbance. Since \( (\bar{A}_c, \bar{B}_c) \) is controllable, we can design a controller \( u = -K_c \bar{x}_c \) which places the place the poles of matrix \( (\bar{A}_c - \bar{B}_c K_c) \) and thus determines the response of the controllable part.

If \( \bar{A}_c \bar{x}_c \) is a stable matrix then the uncontrollable system is stable; in this case we say that the total system is \textit{stabilizable} rather than controllable.

**Theorem:** If the LTI system is stabilizable (that is, the uncontrollable states are stable) then it is always possible to design a feedback controller \( u = -Kx \) such that the closed-loop dynamics matrix \( (A - BK) \) is stable.

### 5.6.2 State Feedback for SISO Systems

Consider the SISO system

\[
x = Ax + bu, \quad y = c^T x
\]

having the transfer function (assumed here to be strictly proper) given by

\[
g(s) = \frac{y(s)}{u(s)} = \frac{b_1 s^{n-1} + b_2 s^{n-2} + \ldots + b_n}{s^n + a_1 s^{n-1} + a_2 s^{n-2} + \ldots + a_n}
\]

We can always put such a system into controllable form as follows.

\[
\dot{x}_c = A_c x_c + b_c u, \quad y = c_c^T x_c
\]

where

\[
A_c = \begin{bmatrix}
-a_1 & \cdots & -a_{n-1} & -a_n \\
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix}, \quad b_c = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}, \quad c_c = \begin{bmatrix}
b_1 & b_2 & \cdots & b_n
\end{bmatrix}
\]

Assume a control law \( u = -b_c^T x_c + \nu \) so that the closed-loop system becomes \( \dot{x} = A_c x_c + b_c \nu \) where \( A_c = (A_c - b_c k_c^T) \). It’s clear that

\[
b_c k_c^T = \begin{bmatrix}
1 \\
\vdots \\
0
\end{bmatrix} k_c = \begin{bmatrix}
k_{c1} & \cdots & k_{cn} \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix}
\]

and thus
\[ A - b_c k_c^T = \begin{bmatrix}
-a_1 - k_{c1} & \cdots & -a_{n-1} - k_{cn-1} & -a_n - k_{cn} \\
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix} \]

We see that \( A_{cl} \) is still in controllable form; thus, the characteristic polynomial of the closed-loop system is

\[ s^n + (a_1 + k_{c1})s^{n-1} + (a_2 + k_{c2})s^{n-2} + \cdots + (a_n + k_{cn}) \]

Since the coefficients of the characteristic polynomial of the closed-loop transfer function are functions of the eigenvalues of \( A_{cl} \), we can choose the coefficients of \( k_c \) to place the eigenvalues of \( A_{cl} \).

Assume that we desire to place the closed-loop eigenvalues at the locations \( \hat{\lambda}_1, \cdots, \hat{\lambda}_n \); the desired characteristic polynomial is thus

\[ (s - \hat{\lambda}_1)(s - \hat{\lambda}_2) \cdots (s - \hat{\lambda}_n) = s^n + \alpha_1 s^{n-1} + \cdots + \alpha_n \]

To place the eigenvalues as such, it follows that

\[ \alpha_1 = a_1 + k_{c1} \rightarrow k_{c1} = \alpha_1 - a_1 \]
\[ \vdots \]
\[ \alpha_n = a_n + k_{cn} \rightarrow k_{cn} = \alpha_n - a_n \]

and thus \( k_c = (\alpha - a) \) achieves the desired pole placement. Its very important to realize that state feedback does not alter the zeros of the system.

Of course, this only works for systems in controllable form, whereas most systems are not given in controllable form; we thus seek a means of designing a feedback controller for any controllable system. Recall that we can always find a transformation \( T \) which puts a given system into controllable form via the state transformation \( x = T \hat{x}_c \). If we design a feedback controller \( u_c = -k_c \hat{x}_c \) for the transformed system then the feedback controller for the original system is simply \( u = -k_c T^{-1}x \). We thus must determine the transformation \( T \) which puts the system into controllable form.

Recall that any minimal realization can be transformed to another minimal realization via the transformation matrix \( T = C_1 C_2^\dagger = C_1^\dagger C_2 \) or in the SISO case \( T = C_1 C_2^{-1} = C_1^{-1} C_2 \). For the purposes of controller design, we assumed that the state of the system could be measured precisely (ie, that the system is observable) and it is required that the system be controllable. We have thus assumed that the system is minimal (both controllable and observable). It follows that we may transform the original system into controllable form using the transformation \( T = C C_\dagger \) where \( C \) and \( C_c \) are the controllability matrices of the original and controllable realizations, respectively.

It can be shown that
and thus $T = C\Delta^T$ and finally $k^T = (\alpha - a)^T \Delta^{-T} C^{-1}$. Obviously, if the system is not controllable then $C$ will not be invertible.

### 5.6.3 SISO Pole Placement using Lyapunov Equation

The method given above for placing the eigenvalues of a closed-loop SISO system using state feedback is not the only way of choosing the gain vector $k$. Alternatively, assume that the closed-loop dynamics matrix is similar to a second matrix $F$ which has the desired eigenvalues via some nonsingular matrix $T$, ie

$$(A - bk^T) = TFT^{-1}$$

Since $A_{cl}$ and $F$ are similar, they have the same eigenvalues. We thus seek to determine $k$ and $T$ such that this similarity holds. Expanding out this equation yields

$$AT - TF = bk^TT = b\bar{k}^T$$

where we have defined $\bar{k}^T = k^TT$. This is thus a Lyapunov equation of the form $AX + XB = -C$ where $A = A$, $B = F$ and $C = -bk^T$. If we are given $\bar{k}$ then we can solve the above equation for $T$ subject to the conditions of the following theorem.

**Theorem:** If $A$ and $F$ have no eigenvalues in common then the above Lyapunov equation can be solved for a unique, nonsingular $T$ if $(A, b)$ is controllable and $(F, \bar{k}^T)$ is observable.

The theorem suggests the following procedure for eigenvalue placement using the above formula:

- First, select $F \in \mathbb{R}^{n \times n}$ which has the desired eigenvalues. Note that $F$ can share no eigenvalues with $A$ (all the poles must be moved).
- Second, select $k \in \mathbb{R}^n$ such that the pair $(F, \bar{k}^T)$ is observable.
- Finally, solve $AT - TF = b\bar{k}^T$ for $T$ and conclude that $k^T = \bar{k}^TT^{-1}$.

The simplest way to choose $F$ and $\bar{k}$ such that the pair $(F, \bar{k}^T)$ is observable is to choose $F$ to be the diagonal matrix of desired eigenvalues and $\bar{k}$ to be the vector of all ones. Note that if any of the desired eigenvalues are complex, choosing $F$ in this way will result in a complex gain vector. Instead, choose $F$ to be real block diagonal where a complex eigenvalue $\lambda = \alpha + \beta i$ shows up in the $2 \times 2$ block
\[
\begin{bmatrix}
\alpha & \beta \\
-\beta & \alpha
\end{bmatrix}
\]

5.7 Controller Design for MIMO Systems

Consider the MIMO system

\[ x = Ax + Bu, \quad y = Cx \]

where \( B \in \mathbb{R}^{n \times m} \) and \( u \in \mathbb{R}^m \). Recall that pole placement for SISO systems was a matter of determining the gain vector \( k \in \mathbb{R}^n \) which placed the eigenvalues of the closed-loop dynamics matrix at the desired locations. Since there were \( n \) scalar gains and the characteristic polynomial was of order \( n \), the gain vector could be chosen uniquely.

In MIMO systems (specifically multi-input systems, since the output does not affect controller design) the gain matrix \( K \in \mathbb{R}^{m \times n} \) cannot be uniquely specified given the desired eigenvalue locations. However, the advantage to there being infinite solutions to this problem is that one can both place the poles and alter the response in other ways.

Note that if a system is controllable using only one of its inputs, i.e., \( \text{rank}\{C(A, b_i)\} = n \), then it is controllable using all of them. This is evident from the fact that when additional inputs are used, the controllability matrix grows in column dimension; even when the full matrix \( C(A, B) \in \mathbb{R}^{n \times mn} \) is used, it still has full row rank \( n \). We have the following theorem which facilitates controller design for MIMO systems.

**Theorem:** All eigenvalues of \( A_{cl} = (A - BK) \) can be placed arbitrarily with some \( K \in \mathbb{R}^{m \times n} \) iff the pair \( (A, B) \) is controllable.

**Cyclic Design for MIMO Systems**

The simplest way to choose a feedback law which accomplishes eigenvalue placement is to use the cyclic design method.

**Theorem:** Let \( A \) be cyclic (having Jordan form with one block associated with each distinct eigenvalue). If the pair \( (A, B) \) is controllable then for (almost) any \( v \in \mathbb{R}^m \) the pair \( (A, Bv) \) is controllable.

Using the preceding theorem, one can place the poles of the system \( \dot{x} = Ax + \bar{b}w \) where \( \bar{b} = Bv \) and \( w = -k^T x \). The closed-loop system is thus \( \dot{x} = (A - BK)x \) where \( K = vk^T \). The effect of \( v \) is to distribute the required input among multiple actuators. For example, choosing \( v = e_i \) uses only the \( i \)-th actuator while choosing \( v \) to be the vector of all ones evenly distributes control (????).

**Lyapunov Method for MIMO Systems**

We can also choose \( K \) using the Lyapunov method previously introduced for SISO systems.
First, select $F \in \mathbb{R}^{n \times n}$ which has the desired eigenvalues. Note that $F$ can share no eigenvalues with $A$ (all the poles must be moved).

Second, select $\bar{K} \in \mathbb{R}^{m \times n}$ such that the pair $(F, \bar{K})$ is observable.

Finally, solve $AT - TF = b\bar{K}$ for the unique $T$ and conclude that $K = \bar{K}T^{-1}$.

If $T$ is singular, choose a different $\bar{K}$ and start over.

(Questions: 1) If there are infinite solutions to the general problem of MIMO controller design, how is $T$ here unique? 2) Why is it possible for $T$ to be singular in this case but not in the SISO case?

Note again that state feedback cannot affect the zeros of the system, which also play a large role in the response. For example, a system with a positive zero is called non-minimal phase; the result is that such a system typically moves in the opposite direction at first in the case of a step input.

### 5.7.1 Disturbance Rejection

Given the linear system

$$\dot{x} = Ax + Bu, \quad y = Cx$$

assume that the input is a constant (step) disturbance of unknown magnitude which we want to reject. Thus, we desire to drive the output to zero in the presence of this input. This can be accomplished by defining the additional state $x_{n+1} = \int_0^t yd\tau$ so that this state has dynamics $\dot{x}_{n+1} = y$. The augmented system is then

$$\begin{bmatrix} \dot{x} \\ \dot{x}_{n+1} \end{bmatrix} = \begin{bmatrix} A & 0 \\ C & 0 \end{bmatrix} \begin{bmatrix} x \\ x_{n+1} \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} u$$

We then design a feedback controller for the augmented system so that the system is stable. At equilibrium, we have $\dot{x}_{n+1} = y = 0$ and thus the system will reject the disturbance as desired.

### 5.8 Optimal Control

Given the LTI system

$$\dot{x} = Ax + Bu, \quad y = Cx$$

we wish to find the feedback gain matrix $K$ for which the control $u = -Kx$ minimizes the quadratic cost function

$$J = \int_0^T (x^TQx + u^TRu)dt$$
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called the \textit{performance criterion} where \( Q \succeq 0 \) and \( R > 0 \) are weighting matrices and \( T \) is the terminal time. The solution to the optimal control problem is given by

\[
K(t) = R^{-1}B^T P(t)
\]

where \( P(t) \) is the solution to the Ricatti equation

\[
-\dot{P}(t) = A^T P(t) + P(t)A + P(t)BR^{-1}B^T P(t) + Q
\]

Using the fact that \( P(T) = 0 \), the above equation is solved starting with \( t = T \) and going back in time to find \( P(t) \) for all \( t < T \). However, in the case where \( T \to \infty \) it can be shown that \( P(t) \) becomes a constant matrix and thus \( P = 0 \). The Ricatti equation thus becomes an algebraic (instead of differential) equation given by

\[
PA + A^T P - PBR^{-1}B^T P + Q = 0
\]

5.9 Observers

In practice, we can never measure the state of a system directly. Even in the rare case in which \( C \) is invertible, solving directly for the state as \( x = C^{-1}y \) is problematic because \( C \) is often incorrectly modeled.

Instead, we seek to design a structure called an observer which produces and estimate of the state of the system given the control input and measured output.

One possibility for an observer is to simply mimic the structure of the system itself. In general, this would give

\[
\dot{x}(t) = A(t)x(t) + B(t)u(t)
\]

\[
\dot{\hat{x}}(t) = A(t)\hat{x}(t) + B(t)u(t)
\]

Defining the estimation error to be \( e(t) = x(t) - \hat{x}(t) \), we have

\[
\dot{e}(t) = A(t)e(t)
\]

Clearly, this observer has some issues. First, the error only converges to zero if the system has stable open-loop dynamics. Second, the rate of convergence of the error to zero depends entirely on the open-loop eigenvalues and thus we have no control over this.

In order to solve these problems, we need to make use of the measured output which provides information about the state. We thus feed back the difference in the measured and expected outputs multiplied by a gain matrix \( L \) to yield the observer structure

\[
\dot{\hat{x}} = A\hat{x} + Bu + L(y - \hat{y})
\]

\[
= A\hat{x} + Bu + L(y - C\hat{x})
\]

\[
= (A - LC)\hat{x} + Bu + Ly
\]
In this case, the estimation error dynamics become

\[ \dot{e} = (A - LC)e \]

and thus we may influence the convergence of the error to zero by choosing the gain matrix \( L \) to place the eigenvalues of the closed-loop observer matrix \( A_o = A - LC \) as desired. How do we choose \( L \) to accomplish this, though?

Note that \( \det(sI - A_o) = \det(sI - A^T) = \det(sI - (A^T - C^T L^T)) \) and thus the task of choosing an observer gain \( L \) is identical to that of choosing a gain matrix \( K \) in the state feedback problem with the substitutions \( A = A^T, B = C^T \) and \( K = L^T \). In the SISO case, we thus have

\[ l^T = (\alpha - a)^T C e^{-1} (A^T, c^T) = (\alpha - a)^T O_o O^{-1} (A, c) \]

by duality of controllability and observability. Of course, we can also use the Lyapunov method to accomplish SISO pole placement. For MIMO systems we may also use any of the methods discussed for controller designs (cyclic method, Lyapunov method, optimal control) but with the above substitutions from duality.

Recall that the structure of the SISO observer is

\[ \dot{x} = A_o \dot{x} + bu + Ly, \quad \dot{y} = C \dot{x} \]

where \( \dot{y} \) is the output from the observer. Taking the Laplace transform of both sides of the observer dynamics, we obtain \( sX(s) = A_o X(s) + lY(s) + bU(s) \); solving for \( X(s) \) yields \( X(s) = (sI - A_o)^{-1} bU(s) + C(sI - A_o)^{-1} lY(s) \) and thus

\[ \dot{Y}(s) = C(sI - A_o)^{-1} bU(s) + C(sI - A_o)^{-1} lY(s) \]

Since this is a linear system, we know that the output is a linear combination of the transformed inputs; thus, we may set \( Y(s) = 0 \) or \( U(s) = 0 \) in order to solve for the transfer functions relating the output to the measurement or the control input, respectively. These are then simply

\[ G_y(s) = \frac{\dot{Y}(s)}{Y(s)} = C(sI - A_o)^{-1} l \]
\[ G_u(s) = \frac{\dot{Y}(s)}{U(s)} = C(sI - A_o)^{-1} b \]

Note that both the measured output and input are, in practice, commonly afflicted by high-frequency noise. By choosing the eigenvalues of \( A_o \) to be very negative, we make the system have a high bandwidth; as a result, high frequency noise may be amplified if the observer gain is too big! The gain is thus limited in practice by the noise in these inputs to the observer.
5.9.1 Reduced Order Observers

Often, one or more outputs in a MIMO system directly measure states; that is, \( C \) is of the form \( C = [I_p 0] \). Rather than using an \( n^{th} \) order observer, we can construct an observer of reduced order \( n - p \) as follows.

Partition the state vector as \( x = [x_a^T, x_b^T]^T \) where \( x_a \in \mathbb{R}^p \) corresponds to those states which are measured directly. We thus only need to estimate \( x_b \in \mathbb{R}^{(n-p)} \). The state equations can be written as

\[
\begin{bmatrix}
\dot{x}_a \\
\dot{x}_b
\end{bmatrix} =
\begin{bmatrix}
A_{aa} & A_{ab} \\
A_{ba} & A_{bb}
\end{bmatrix}
\begin{bmatrix}
x_a \\
x_b
\end{bmatrix} +
\begin{bmatrix}
B_a \\
B_b
\end{bmatrix} u
\]

The states we wish to estimate thus have the dynamics

\[
\dot{x}_b = A_{bb}x_b + B_b u + A_{ba}x_a
\]

Since \( x_a \) is known at all times, we may treat it like a second input. The dynamics of the measured states are

\[
\dot{x}_a = A_{aa}x_a + A_{ab}x_b + B_a u
\]

We wish to express \( x_b \) as a function of the known signals \( x_a \) and \( u \). This yields

\[
y_b = A_{ab}x_b = \dot{x}_a - A_{aa}x_a - B_a u
\]

Making the substitutions \( A = A_{bb} \), \( Bu = (A_{ba}x_a + B_b u) \), \( C = A_{ab} \) and \( y = y_b \), the observer for \( x_b \) has the structure

\[
\dot{z} = (A_{bb} - LA_{ab})z + (A_{ba}x_a + B_b u) + Ly_b
\]

\[
= (A_{bb} - LA_{ab})\dot{x}_b + (A_{ba}x_a + B_b u) + L(\dot{x}_a - A_{aa}x_a - B_a u)
\]

The fact that the derivative of the measurement \( y = x_a \) shows up in the above dynamics is an implementation problem, though. We can solve this problem by defining a new state \( z = \dot{x}_b - Ly \) such that the observer can be written as

\[
\dot{z} = (A_{bb} - LA_{ab})z + [(A_{bb} - LA_{ab})L + (A_{ba} - LA_{aa})]y + (B_b - LB_a)u
\]

where \( y = x_a \) and \( u \) are known. The estimate of the state \( x_b \) is then computed as

\[
\dot{x}_b = z + Ly
\]

Additionally, it can be shown that the estimation error of the reduced order observer is described by the equation
\[ \dot{e} = (A_{bb} - LA_{ab})e \]

Finally, note that

\[ Z(s) = (sI - A_o)^{-1}L_0y + (sI - A_o)^{-1}B_0u \]

and thus

\[ \hat{X}_b(s) = [(sI - A_o)^{-1}L_0 + L]y + (sI - A_o)^{-1}B_0u \]

Note that \( L \) shows up as a direct feedthrough term in this representation.

It was previously shown how to design a reduced order observer for a system having \( C = \begin{bmatrix} I \end{bmatrix} \) describing its measured output. However, what if \( C \) is not given in this form? We seek a state transformation which will accomplish this so that we can design a reduced order observer in the same manner.

Define the state vector \( \bar{x} \) to be

\[ \bar{x} = \begin{bmatrix} y \\ Cx \end{bmatrix} = \begin{bmatrix} C \\ \check{C} \end{bmatrix} x = Ux \]

where \( C \in \mathbb{R}^{(n-p)\times mn} \) is any matrix chosen such that the transformation \( U \) is nonsingular. In this representation, the first \( p \) states are thus the outputs of the original system. The transformed system is then

\[ \hat{x} = UA_{\check{x}}^{-1}\bar{x} + UBu, \quad y = CU^{-1}\bar{x} = [I_p \bar{0}]\hat{x} \]

Now, we can design an observer for the last \( (n-p) \) states of \( \hat{x} \) as before.

### 5.9.2 Observer Sensitivity

Recall that a system and its corresponding full-order observer have the dynamics

\[ \dot{x} = Ax + Bu \]
\[ \dot{\hat{x}} = (\hat{A} - L\hat{C})\hat{x} + \hat{B}u + Ly \]

where \( \hat{A} \), \( \hat{B} \) and \( \hat{C} \) denote the models of \( A \), \( B \) and \( C \) used in the observer. If these models coincide with the actual system then we have that the estimation error is governed by the equation

\[ \dot{e} = (A - LC)e \]

If the model is imperfect, though, then we dont get the right cancellation to produce this equation and so the observer wont work well. Further, it can be shown that a reduced order observer is actually more sensitive to such modeling imperfections than is a full order observer.
5.9.3 Disturbance Estimation

Suppose that the state space system subject to disturbances is given as

\[ \dot{x} = Ax + Bu + Fd \]

where \( d \) is the disturbance and \( F \) is a matrix which relates how the disturbances affect the state (it can be equal to \( B \)). Further, assume that we know a model of the disturbance dynamics given by

\[ \dot{d} = A_d d \]

Defining the augmented state vector \( z = [x^T, d^T]^T \) we may write

\[ \begin{bmatrix} \dot{x} \\ \dot{d} \end{bmatrix} = \begin{bmatrix} A & F \\ 0 & A_d \end{bmatrix} \begin{bmatrix} x \\ d \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} u, \quad y = \begin{bmatrix} C \\ 0 \end{bmatrix} \begin{bmatrix} x \\ d \end{bmatrix} \]

where we let \( \tilde{A}, \tilde{B} \) and \( \tilde{C} \) denote the new system matrices. Assuming \( \tilde{A}, \tilde{C} \) is observable we may write an observer for \( z \) in the usual manner, i.e.

\[ \dot{z} = (\tilde{A} - L\tilde{C})z + Bu + Ly \]

The only question is how to model the disturbance dynamics. Some examples are given below.

- Assume \( d \) is a step (constant) disturbance of unknown magnitude, i.e. \( d = C \). Define \( z_1 = d = C \) and thus \( \dot{z}_1 = 0 \).

- Assume \( d \) is a ramp disturbance \( d = d_0 + d_1 t \) with \( d_0, d_1 \) unknown. Define \( z_1 = d \) and \( z_2 = \dot{d} = d_1 \) so that \( \dot{z}_1 = \dot{d} = z_2 \) and \( \dot{z}_2 = \ddot{d} = 0 \).

- Assume \( d \) is a harmonic of frequency \( \omega \) but unknown amplitude given by \( d = A \sin(\omega t + \phi) \). Define \( z_1 = d \) and \( z_2 = \dot{d} \) so that \( \dot{z}_1 = z_2 \) and \( \dot{z}_2 = \ddot{d} = -\omega^2 z_1 \).

Note that we can (in theory, but not usually in practice) reject disturbances caused by measurement noise \( n \) fed through matrix \( R \) in a similar way if the dynamics \( \dot{n} = A_n n \) are known, resulting in the augmented system

\[ \begin{bmatrix} \dot{x} \\ \dot{n} \end{bmatrix} = \begin{bmatrix} A & 0 \\ 0 & A_n \end{bmatrix} \begin{bmatrix} x \\ n \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} u, \quad y = \begin{bmatrix} C \\ R \end{bmatrix} \begin{bmatrix} x \\ n \end{bmatrix} \]

5.10 Compensators and The Separation Principle

Thus far, we have designed a state feedback controller assuming the state of the system was known, resulting in the closed-loop dynamics

\[ \dot{x} = (A - BK)x + B\nu, \quad y = Cx \]
However, we have also designed an observer to estimate the state of the system; the state feedback input is thus $u = -K\hat{x}$ and thus the closed-loop system using state feedback based on the observer estimate is

$$\dot{x} = Ax - BK\hat{x} + B\nu\hat{x} = (A - LC - BK)\hat{x} + B\nu + Ly$$

Using the fact that $e = x - \hat{x}$, we can write these closed-loop equations in terms of the state and the estimation error as

$$\dot{x} = Ax - BK(x - e) + B\nu = (A - BK)x + BKe + B\nu$$
$$\dot{x} - \dot{e} = (A - LC - BK)(x - e) + B\nu + Ly \rightarrow \dot{e} = (A - LC)e$$

It follows that

$$\begin{bmatrix} \dot{x} \\ \dot{e} \end{bmatrix} = \begin{bmatrix} (A - BK) & BK \\ 0 & (A - LC) \end{bmatrix} \begin{bmatrix} x \\ e \end{bmatrix} + \begin{bmatrix} B \\ 0 \end{bmatrix} \nu, \quad y = \begin{bmatrix} C & 0 \end{bmatrix} \begin{bmatrix} x \\ e \end{bmatrix}$$

We know that the determinant of a block triangular matrix is the product of the determinants of its diagonal blocks. Denoting the above dynamics matrix by $A_{cl}$, we thus have

$$\det(sI - A_{cl}) = \det(sI - (A - BK))\det(sI - (A - LC))$$

which proves that the eigenvalues of the closed-loop system are the eigenvalues of the controller plus the eigenvalues of the observer. This is known as the separation principle. We may thus design a controller and an observer separately and put them together without them affecting one another.

We denote the combination of a controller and an observer a compensator; it transforms the measured output of the system into a feedback control input. Its transfer function is given by

$$G_{comp}(s) = \frac{U(s)}{Y(s)} = -K[sI - (A - LC - BK)]^{-1}L$$

Finally, note that the closed-loop transfer function of a system with a compensator is

$$G_{cl}(s) = \frac{Y(s)}{\nu(s)} = C(sI - (A - BK))^{-1}B$$

This corresponds to a system of order $n$ despite the fact that the compensator is of order $2n$ - the $n$ observer poles were thus cancelled! Recall that a transfer function describes steady-state (non-transient, ie zero initial conditions) behavior. During the transient phase there is some estimation error, but after convergence the observer poles cancel and the system looks like an $n^{th}$ order system!
Chapter 6

Control Theory

6.1 Background

6.1.1 Impulse Response

For a linear SISO system, an input signal $u$ can be written using unit-area pulse signals (dirac deltas) as

$$u_\Delta(t) = \sum_{k=0}^{\infty} \Delta u(k\Delta) \delta_\Delta(t - k\Delta), \quad \forall t \geq 0$$

since the dirac-delta has unit area, width $\Delta$ and height $\frac{1}{\Delta}$.

For each $\tau \geq 0$, let $g_\Delta(t - \tau)$ denote an output corresponding to the input $\delta_\Delta(t - \tau)$ such that $\delta_\Delta(t - \tau) \Rightarrow g_\Delta(t - \tau)$.

Due to linearity, the output $y_\Delta(t)$ from input $u_\Delta(t)$ above can be written as

$$y_\Delta(t) = \sum_{k=0}^{\infty} \Delta u(k\Delta) g_\Delta(t - k\Delta), \quad \forall t \geq 0$$

In the limit as $\Delta \to 0$, $u_\Delta(t) \to u(t)$ and thus

$$\lim_{\Delta \to 0} y_\Delta(t) = \int_{0}^{\infty} u(\tau) g(t - \tau), \quad \forall t \geq 0$$

where $\tau = k\Delta$ and

$$g(t - \tau) = \lim_{\Delta \to 0} g_\Delta(t - \tau)$$

This function $g$ maps an input Dirac pulse (of zero length but unit area) at time $\tau$ to an output at time $t$. 
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If the system is causal (the output at time $t$ depends only on inputs before time $t$) and time-invariant (an input shifted in time produces the same output shifted in time) then the output is the convolution of $u(t)$ and $g(t)$

$$u \ast g = \int_0^t u(\tau)g(t - \tau), \quad \forall t \geq 0$$

Note that the upper limit changes due to the causality of the system.

For a MIMO system with $k$ inputs and $m$ outputs, the vector-valued output signal $y(t) \in \mathbb{R}^m$ is

$$y(t) = \int_0^\infty G(t, \tau)u(\tau)d\tau, \quad \forall t \geq 0$$

where $G(t, \tau) \in \mathbb{R}^{m \times k}$ is the matrix-valued impulse response signal and $u(\tau) \in \mathbb{R}^k$ is the vector-valued input signal. The entry $g_{ij}(t, \tau)$ is the $i^{th}$ entry of an output at time $t$ corresponding to a Dirac pulse applied at the $j^{th}$ input at time $\tau$.

6.1.2 Laplace Transform

If the system is causal and time-invariant then the system response can be computed by moving from the time domain (where the output is the convolution of the input and impulse response) to the frequency domain (where the transformed output is the product of the transformed input and impulse responses).

Given a continuous-time signal $x(t)$, $t \geq 0$ its unilateral Laplace transform is given by

$$\mathcal{L}(x(t)) = X(s) = \int_0^\infty e^{-st}x(t)dt, \quad s \in \mathbb{C}$$

Importantly, the Laplace transform of the convolution of two signals $x(t)$ and $y(t)$ is

$$\mathcal{L}(x \ast y) = \mathcal{L} \left[ \int_0^t x(\tau)y(t - \tau)d\tau \right] = X(s)Y(s)$$

The Laplace transform of the derivative $\dot{x}(t)$ is

$$\mathcal{L}(\dot{x}(t)) = sX(s) - x(0)$$

Transfer Function

The Laplace transform of the output $y(t)$ of a continuous-time linear system is

$$\mathcal{L} \left[ \int_0^\infty G(t - \tau)u(\tau)d\tau \right] = \int_0^\infty \int_0^\infty e^{-st}G(t - \tau)u(\tau)d\tau dt$$

Changing the order of integration and rearranging yields
\[ Y(s) = \int_0^\infty \left( \int_0^\infty e^{-s(t-\tau)}G(t-\tau)d\tau \right)e^{-s\tau}u(\tau)d\tau \]

Substituting \( \tilde{t} = t - \tau \) into the integral in parentheses, we have \( d\tilde{t} = dt \) and the lower limit changes to \( 0 - \tau = -\tau \). Thus,

\[ \int_0^\infty e^{-s(t-\tau)}G(t-\tau)d\tau = \int_{-\infty}^\infty e^{-s(\tilde{t})}G(\tilde{t})d\tilde{t} \]

However, since the system is assumed to be causal, the integral cannot depend on time before 0 and thus

\[ \int_{-\tau}^\infty e^{-s(\tilde{t})}G(\tilde{t})d\tilde{t} = \int_0^0 e^{-s(\tilde{t})}G(\tilde{t})d\tilde{t} + \int_0^{\infty} e^{-s(\tilde{t})}G(\tilde{t})d\tilde{t} = \int_0^{\infty} e^{-s(\tilde{t})}G(\tilde{t})d\tilde{t} = G(s) \]

Returning to the expression for \( Y(s) \), we now have

\[ Y(s) = G(s) \int_0^\infty e^{-s\tau}u(\tau)d\tau = G(s)U(s) \]

Therefore, we see that \( G(s) \) relates the transform of the input \( u(t) \) and the transform of the output \( y(t) \). We call this the transfer function of the continuous-time, causal, LTI system (called the transfer matrix for a MIMO system).

Transfer function \( G(s) \) is simply the Laplace transform of the impulse response

\[ G(s) = \int_0^\infty e^{-st}G(t)dt, \quad s \in \mathbb{C} \]

### 6.1.3 Z-Transform

The (unilateral) Z-transform of a discrete-time signal \( y[n] \) is

\[ Y(z) = (Z)(y[n]) = \sum_{n=0}^{\infty} z^{-n}y[n] \]

The transfer function \( G(z) \) of a discrete-time system can be derived in the same manner as was done above for a continuous-time system.

\[ G(z) = \sum_{n=0}^{\infty} z^{-n}G[n] \]
6.1.4 Frequency Domain Analysis

The closed loop transfer function of an open loop system $G(s)$ with feedback $H(s)$ and gain $K$ is

$$H(s) = \frac{KG(s)}{1 + KG(s)H(s)}$$

The denominator $1 + KG(s)H(s)$ is the characteristic polynomial which determines the poles of the closed loop transfer function (the eigenvalues of the closed loop $A$ matrix). Assuming unity feedback ($H(s) = 1$) we have the requirement that

$$1 + KG(s)H(s) > 0$$

for stability. A *pole* is called as such because the magnitude of the transfer function goes to infinity at these values of $s$ (since they cause the denominator of the transfer function to go to zero); plotting the magnitude as a function of $s$ results in “poles” sticking out from a surface plot. A *zero* is called as such because at these points the numerator of $G(s)$ (and thus $G(s)$ itself) goes to zero magnitude.

**Root Locus**

The root locus is a graphical method for determining how the location of the closed loop poles in the complex frequency plane move as the gain $K$ is increased (recalling that $s = \sigma + j\omega$, the root locus plots $\Im(s) = j\omega$ versus $\Re(s) = \sigma$).

As $K \to 0$, the closed loop poles approach the open loop poles (poles of $G(s)$); as $K \to \infty$, the closed loop poles approach the open loop zeros (zeros of $G(s)$). The open loop transfer function is assumed to be a rational function of $s$ of the form

$$G(s) = C \frac{\prod_{i=1}^{m}(s - z_i)}{\prod_{i=1}^{n}(s - p_i)}$$

where $m$ is the number of open loop zeros, $n$ is the number of open loop poles, and constant $C$ can be absorbed into the gain by defining $\bar{K} = KC$.

When $n > m$ is the order of the numerator is greater than the order of the denominator then there is an excess of poles and thus $(n - m)$ go to infinity rather than going to corresponding open loop zeros.

**Nyquist Diagram**

The Nyquist diagram is a graphical method for determining the stability of a system. Recalling that $1 + KG(s) = 0$ is the condition for instability, this is equivalent to

$$G(s) = -\frac{1}{\bar{K}}$$
Thus, a value of $s$ in the right half of the $s$ plane for which $G(s) = -\frac{1}{K}$ indicates that the system is unstable.

The Nyquist diagram is a plot of the $z = G(s)$ plane; every point in the right half of the $s$ plane is mapped to the $z$ plane via the open loop transfer function $G(s)$. If this map encompasses the point $z = -\frac{1}{K}$ then the corresponding value of $s$ must be in the right half of the $s$ plane and the system is unstable.

It is enough to just map the boundary of the right half of the $s$ plane into the $z$ plane; this boundary is the imaginary axis. Thus, the contour in the Nyquist diagram is the imaginary axis.

If the imaginary axis ($z = G(s)$ contour) encircles the point $z = -\frac{1}{K}$ in the clockwise direction, then the system is unstable. If the system has pole(s) on the imaginary axis, then the procedure for constructing the diagram varies.

The Nyquist diagram is a polar plot of $z = G(s)$ for the imaginary axis, ie where $s = j\omega$. The imaginary part of $G(s)$ is plotted against the real part of $G(s)$ with frequency $\omega$ as the parameter.

### Bode Plot

While the Nyquist diagram plots $\Im(G(s))$ versus $\Re(G(s))$ (parameterized by $\omega$) it is often more useful to plot these two parts versus frequency on separate graphs. The Bode plot then consists of an amplitude plot and a phase plot where

$$G(s = j\omega) = |G(j\omega)|e^{j\theta(\omega)}$$

The amplitude is plotted in decibels (dB) as

$$D(\omega) = 20\log_{10} |G(j\omega)|$$

and the phase is plotted in degrees.

When $G(s)$ has only real poles and zeros, it can be written in the form

$$G(s) = G_0 \frac{(1 + \frac{s}{z_1}) \cdots (1 + \frac{s}{z_m})}{(1 + \frac{s}{p_1}) \cdots (1 + \frac{s}{p_n})}$$

where $G(s)$ has $m$ open loop zeros and $n$ open loop poles. When $s = 0$ the magnitude equals the DC gain, ie $D(j\omega = 0) = 20\log_{10} (G_0)$; when $s = j\omega$ it can be shown that $D(\omega)$ factors so that

$$D(\omega) = 20\log (G_0) + \sum_{i=1}^{m} 10 \log \left[ 1 + \left( \frac{\omega^2}{z_i} \right) \right] - \sum_{i=1}^{n} 10 \log \left[ 1 + \left( \frac{\omega^2}{p_i} \right) \right]$$

Similarly for the phase,

$$\theta(\omega) = \sum_{i=1}^{m} \tan^{-1} \left( \frac{\omega}{z_i} \right) - \sum_{i=1}^{n} \tan^{-1} \left( \frac{\omega}{p_i} \right)$$
Thus, the log-magnitude plot for any $\omega$ is the sum of the log-magnitude plots of each of the contributing factors; with increasing frequency, a zero “pushes up” both amplitude and phase while a pole “pulls down” both amplitude and phase.

### 6.1.5 System Type

Consider a simple error-driven feedback control system with $e = y_r - y$ where $y_r$ is the reference input and thus the input to the plant is $u = Ke$.

The transfer function from the reference input to the error is thus

$$H_e(s) = \frac{1}{1 + KG(s)} = \frac{e(s)}{y_r(s)}$$

Note that the return difference $1 + KG(s)$ in the denominator should be large in order for the error to be small. The way to do this is obviously by increasing the gain $K$; of course, since we can’t make the gain arbitrarily large, we cannot expect to design a system which tracks a reference with arbitrarily small error. We might not even want to track a reference with very small error because the reference often contains noise.

Consider when the reference is a polynomial function in time

$$y_r = C_1 + C_2t + \cdots + \frac{C_{m+1}}{m!}t^m$$

We say that the system is of type $m$ if it can track such an $m^{th}$ degree polynomial reference input with finite (but nonzero) steady-state error. Such a system can track a polynomial reference of degree $m - 1$ or less with zero error but the error in tracking a polynomial reference of degree $m + 1$ or higher becomes infinite.

The steady-state error of the system can be determined using the final value theorem for the Laplace transform:

$$e_{ss} = \lim_{t \to \infty} e(t) = \lim_{s \to 0} se(s)$$

Here we have

$$e(s) = \frac{1}{1 + KG(s)}y_r(s)$$

and the Laplace transform of the reference is

$$y_r(s) = \frac{C_1}{s} + \frac{C_2}{s^2} + \cdots + \frac{C_{m+1}}{s^{m+1}} = \frac{C_1s^m + C_2s^{m-1} + \cdots + C_{m+1}}{s^{m+1}}$$

Thus, we have

$$se(s) = \frac{1}{1 + KG(s)} \frac{C_1s^m + C_2s^{m-1} + \cdots + C_{m+1}}{s^{m+1}}$$

The limit as $s \to 0$ of $se(s)$ will be infinite if $G(0)$ is finite because the factor $s^m$ in the denominator of the transformed reference goes to zero. We thus need $G(s) \to \infty$ as
$s \to 0$ to cancel this effect, implying that we need $G(s)$ to have a pole of at least order $m$ at $s = 0$.

If

$$G(s) = \frac{N(s)}{s^p D(s)}$$

where neither $N(s)$ or $D(s)$ have roots at the origin, then

$$se(s) = \frac{1}{1 + Kn(s)} \left( C_1 s^m + C_2 s^{m-1} + \cdots + C_{m+1} \right)$$

(6.1)

$$= \frac{s^{p-m} D(s)}{s^p D(s) + KN(s)} \left( C_1 s^m + C_2 s^{m-1} + \cdots + C_{m+1} \right)$$

(6.2)

This implies that in the limit as $s \to 0$ we have three possibilities. If $p > m$, the error will be zero. If $p = m$, the error will be finite but nonzero. If $p < m$, the error will be infinite.

The system type is thus determined by the order of the pole at $s = 0$ in the open-loop process (plant); a system of type $m$ or greater is required to track a reference of order $m$ with finite (or zero, for type $m+1$ or greater) steady-state error.

The exact error for reference inputs of different orders given the system type can be derived from the above relations.

### 6.2 Controllability and Observability

Controllability is a measure of how well the internal states of a system can be manipulated.

A system is **controllable** if it is possible to apply a control sequence which takes the state from the initial state $x(0)$ to any desired final state $x(t_f)$ in a finite amount of time ($t_f < \infty$).

Observability is a measure of how well the internal states of a system can be inferred from the knowledge of the inputs to the system and its outputs over time.

A state $x_i(t)$ is **observable** if for any time $t_f > 0$ the initial state of the system $x_i(0)$ can be determined from the time history of the input $u(t)$ and the output $y(t)$ in the interval $[0, t_f]$. The system is observable if all its internal states are observable.

The definition results from the fact that if the matrices $A$ and $C$ of the state space model of the system are known, then to obtain the value of any state $x_i(t)$ at any time $t$ requires only the determination of the corresponding initial state.

Consider the state space model for the linear, time-invariant, discrete-time system given below. The results are analogous for continuous-time systems.

$$x[k + 1] = Ax[k] \quad y[k] = Cx[k]$$

Assuming matrices $A$ and $C$ are known, we have
\[
\begin{align*}
y[0] &= Cx[0] \\
y[1] &= Cx[1] = C(Ax[0]) \\
&\vdots \\
y[n-1] &= Cx[n-1] = C(A^{n-1}x[0])
\end{align*}
\]

We therefore have

\[
Ox[0] = y
\]

where \(y\) is the vector of outputs at times \(k = 0\) through \(k = n - 1\), \(x[0]\) is the vector of initial conditions for all states, and

\[
O(A, C) = \begin{pmatrix}
C \\
CA \\
CA^2 \\
\vdots \\
CA^{n-1}
\end{pmatrix}
\]

is the observability matrix. If \(O\) has full rank \((r = n)\) then there exists a unique solution for the initial condition vector \(x[0]\) and thus the system is observable.

### 6.3 Design of a Regulator for a Single Input System

In general (for systems with multiple inputs) the design of a regulator entails determining a gain matrix \(G\) such that the control input becomes \(u = -Gx\), i.e., linear feedback.

For a single input system described by \(\dot{x} = Ax + Bu\), the gain matrix becomes a gain vector \(g = [g_1, g_2, \ldots, g_k]\) where each gain is associated with one of that states of the \(k^{th}\) order system.

Substituting the in the control law yields the closed-loop system

\[
\dot{x} = (A - bg)x
\]

Thus, the closed-loop dynamics matrix is \(A_c = (A - bg)\) and we wish to choose the gains such that this matrix has its eigenvalues equal to the desired set \(\{\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_k\}\). We could simply expand the characteristic polynomial of \(A_c\) - in this case, the coefficients of powers of \(s\) would be functions of the gains, allowing us to solve \(k\) simultaneous equations for the gains required to produce the desired coefficients.

However, this process is computationally intense. Instead, if the system is given in companion (controller canonical) form
Then the closed loop dynamics matrix with \( g = (g_1 \ g_2 \ \cdots \ g_k) \) becomes

\[
A_c = (A - bg) = \begin{pmatrix}
-a_1 - g_1 & -a_1 - g_1 & \cdots & -a_k - g_k \\
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{pmatrix}
\]

That is, the gains are simply added to the coefficients of the open-loop matrix \( A \) to form the closed-loop matrix \( A_c \). We can therefore simply choose

\[
g_i = \hat{a}_i - a
\]

For a system which does not have its dynamics represented in this companion form (usually this is the case), we can transform the system using

\[
\bar{x} = Tx
\]

where \( T \) is a linear transformation. Such transformations preserve the dynamics of the original system, ie the characteristic equation (and thus the locations of poles or eigenvalues of \( A \)) are unchanged. Then

\[
\dot{\bar{x}} = \bar{A}\bar{x} + \bar{b}u
\]

where \( \bar{A} = TAT^{-1} \) and \( \bar{b} = Tb \). Then the gain matrix (vector in this case) of the transformed system is \( \bar{g} = \bar{a} - \bar{a} = \hat{a} - a \) since \( \bar{a} = a \) due to the fact that the characteristic equation is unchanged by the linear transformation \( T \).

Thus the control law for the original system is

\[
u = -gx = -g(T^{-1}\bar{x}) = -\bar{g}\bar{x}
\]

and therefore the gain vector for the transformed system is \( \bar{g} = gT^{-1} \). Thus, the gain for the original system is \( g = T\bar{g} = T(\hat{a} - a) \). To easily choose the gains, we transform the system to canonical form using \( T \), find the gains for the new system, and transform the gains back using \( T \). If \( T \) is known then this process is trivial.

The transformation \( T \) can be expressed as the product \( T = UV \), where \( U \) is equal to the inverse of the controllability matrix.
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\[ Q = [b, Ab, \cdots, A^{k-1}b] \]

and \( V \) is the inverse of the triangular matrix

\[
W = \begin{pmatrix} 
1 & a_1 & \cdots & a_{k-1} \\
0 & 1 & \cdots & a_{k-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 
\end{pmatrix}
\]

The matrix \( U \) brings \( A \) into observer canonical form and the matrix \( V \) transforms from the observer form into the controller form. The implication is that the system must be controllable in order for \( Q \) to have an inverse (otherwise \( Q \) is rank-deficient).

The desired gain matrix \( g \) can thus be written as

\[ g = [(QW)^{-1}](\hat{a} - a) \]

For a system with multiple inputs, \( u = -Gx \) where \( G \) is the full gain matrix. This means that there are \( km \) gains to be specified where \( m \) is the number of inputs (dimensionality of \( u \)). There are thus more gains than are needed to place all closed-loop poles, allowing the designer the flexibility to place poles and meet other design requirements as well.

Given that there are practical limits to how large the control input can be in a system (either due to additional cost/weight or due to saturation above a certain gain value), there are several things to note about the above formula (called the Bass-Gura formula). First, the each gain is proportional to the distance which the corresponding pole is to be moved; moving the pole a shorter distance requires a lower gain and thus a smaller control input. Second, note that the gains are inversely proportional to the controllability matrix - hence, a system which is less controllable requires a higher gain to move a pole the same distance (qualitatively).

In general, one should not try to move the poles further left than are required. Since poles further in the left-hand plane will decay out faster than those which are closer, control inputs will be governed by the former but system response speed will be slowed by the latter (poles further from the origin decay faster). This suggested that one might optimize pole placement by moving all poles to roughly the same distance (real parts) from the origin to make the control effort more efficient. The Butterworth configuration spaces poles evenly about the complex plane at a constant distance from the origin.

Another concern is bandwidth - one wants to keep the bandwidth high enough to achieve the desired speed of response but low enough to avoid exciting high-frequency modes or responding strongly to noise.

NOTE: Residues are the coefficients (in the numerator) in partial fraction expansion of a transfer function.
6.4 Linear Observers

For a dynamic system represented in state space form

\[ \dot{x} = Ax + Bu \]

we now assume that we cannot directly measure the state of the system; instead, we can only measure the observation vector

\[ y = Cx \]

where \( y \) is of lower dimension than \( x \). In truth, we say that the matrix \( C \) is square but has less than full rank - this means that even though we have the same number of observations as state variables, the outputs we measure are not all independent. We thus cannot invert \( C \) to solve for \( x \) directly.

It is theoretically possible to use past observation data to find the state known at a past time (using an integral from Ch 5) and integrate, using the system dynamics given above, to find the state at the current time. However, this method of extrapolation requires computation of a difficult integral and inevitably introduces errors present in the measurement of \( y \).

Instead, we seek to obtain an estimate \( \hat{x} \) as follows. Let the estimate be the output of the dynamic system

\[ \dot{\hat{x}} = \hat{A}\hat{x} + \hat{B}u + Ky \]

excited by measurement \( y \) and input \( u \). We wish to select \( \hat{A} \) and \( \hat{B} \) such that the error

\[ e = x - \hat{x} \]

is small. This is called Luenberger’s method. The differential equation governing the time evolution of the error is

\[
\dot{e} = \dot{x} - \dot{\hat{x}} = Ax + Bu - \hat{A}(x - e) - \hat{B}u - KCx
\]

which comes from the previous equations in this section. We desire for the error to go asymptotically to zero, ie we want the system

\[ \dot{e} = \hat{A}e \]

with \( \hat{A} \) being a stable dynamics matrix, ie a matrix with all negative eigenvalues (poles in the LHP). This requires that

\[ \hat{A} = A - KC \]
\[ \hat{B} = B \]
This implies that we cannot choose $\hat{A}$, $\hat{B}$, and $K$ arbitrarily; $\hat{B}$ must be the control matrix of the system and the choice of $K$ determines $\hat{A}$. We thus are tasked with choosing $K$. These restrictions can be written into the dynamic system for the state estimate as

$$
\dot{\hat{x}} = (A - KC)\hat{x} + Bu + Ky
$$

$$
= A\hat{x} + Bu + K(y - C\hat{x})
$$

Thus, the differential equation governing the state estimate is the same as above but with an additional input $K(y - C\hat{x}) = KC(x - \hat{x})$ where $r = y - C\hat{x}$ is called the residual. The residual is the difference between the true and estimated outputs and tends to zero when the error is forced to zero.

The observer is thus in the form of a feedback system where the residual takes the role of the error. Determining a matrix $K$ which makes closed-loop dynamics matrix $\hat{A} = (A - KC)$ have only negative eigenvalues is analogous to the task of determining the gain matrix $G$ which shaped the dynamic response in the previous section. As long as the observability matrix

$$
N = [C^T, A^T C^T, \cdots (A^T)^{k-1} C^T]
$$

has full rank ($r = k$) then the eigenvalues of $\hat{A}$ can be placed at any locations desired.

For a system with a single output, we have $\hat{A} = A - kc^T$ where $c^T = (c_1 \ c_2 \ \cdots \ c_k)$. If we take the transpose of this matrix we get

$$
\hat{A}^T = A^T - ck^T
$$

which has the same form as the closed-loop matrix $A_c = A - bg^T$ from the single-input full-state (all states known) feedback problem of the previous section. Determining the gain vector $k$ is the same problem as determining the gain vector $g$ from the feedback problem.

Using the Bass-Gura formula again, we find that

$$
k = [(NW)^T]^{-1}(\hat{a} - a)
$$

where $N$ is the observability matrix (given above) and $W$ is again the triangular matrix

$$
W = \begin{pmatrix}
1 & a_1 & \cdots & a_{k-1} \\
0 & 1 & \cdots & a_{k-2} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix}
$$

Note again that the presence of multiple outputs just permits flexibility in design (place the eigenvalues and shape system response attributes).
6.4.1 Reduced Order Observers

When there is one output for every state variable (the observation equation is $y = C x$) then the state vector can be computed simply as $x = C^{-1} y$. In this case an observer is not needed. But is a $k^{th}$ order observer needed (for a $k^{th}$ order system) when only some fraction of the state vector is not measureable? It makes sense that an observer of lower order is sufficient in this case.

Consider a state vector $x$ composed of two smaller state vectors - $x_1$ which can be measured directly and $x_2$ which cannot. That is,

$$x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}$$

The two systems corresponding to these state vectors are

$$\dot{x}_1 = A_{11} x_1 + A_{12} x_2 + B_1 u$$
$$\dot{x}_2 = A_{21} x_1 + A_{22} x_2 + B_2 u$$

and the observation is simply given by $y = C_1 x_1$ since only $x_1$ can be measured. The “standard observer” for each of these variables is then

$$\dot{\hat{x}}_1 = A_{11} \hat{x}_1 + A_{12} \hat{x}_2 + B_1 u + K_1 (y - C_1 \hat{x}_1)$$
$$\dot{\hat{x}}_2 = A_{21} \hat{x}_1 + A_{22} \hat{x}_2 + B_2 u + K_2 (y - C_1 \hat{x}_1)$$

Of course, there’s no reason to keep the first observer since $x_1 = \hat{x}_1 = C^{-1}_1 y$ can be measured directly. Using this fact, the second observer becomes

$$\dot{\hat{x}}_2 = A_{21} C^{-1}_1 y + A_{22} \hat{x}_2 + B_2 u$$

The dynamic behavior of this observer is then governed by the eigenvalues of the open-loop dynamics matrix $A_{22}$ which the control system design cannot influence (it is a submatrix of $A$ and is part of the plant model). If the eigenvalues of this matrix happen to be negative then this observer could work fine, but if they are not then the observer must be formulated in a more general form.

Consider forming the system

$$\dot{\hat{x}}_2 = Ly + z$$
$$\dot{z} = Fz + Py + Hu$$

where $z$ is the state of a $(k-l)^{th}$ order system. Note that the letters chosen for these matrices have no special meaning. *NOTE TO SELF: why use this form of system?? Where does this come from??* As for the full-order observer, the error is $e = x - \hat{x}$ which is here
\[ e = \begin{pmatrix} e_1 \\ e_2 \end{pmatrix} = \begin{pmatrix} x_1 - \hat{x}_1 \\ x_2 - \hat{x}_2 \end{pmatrix} \]

but of course \( e_1 = 0 \) because the states comprising \( x_1 \) can be measured directly. We therefore consider only \( e_2 \), the differential equation for which is

\[ \dot{e}_2 = \dot{x}_2 - \dot{\hat{x}}_2 = A_{21}x_1 + A_{22}x_2 + B_2u - Ly - \dot{z} \]

Using the formula for \( \dot{z} \) and the fact that \( \dot{y} = C_1x_1 = C_1[A_{11}x_1 + A_{12}x_2 + B_1u] \) yields

\[ \dot{e}_2 = A_{21}x_1 + A_{22}x_2 + B_2u - LC_1[A_{11}x_1 + A_{12}x_2 + B_1u] - Fz - Py - Hu \]

To eliminate the remaining \( z \) (which has no significance in the original system) and \( y \) we recognize that \( z = \dot{x}_2 - Ly = (x_2 - e_2) - LC_1x_1 \) and \( y = C_1x_1 \). The above equation then becomes

\[ \dot{e}_2 = A_{21}x_1 + A_{22}x_2 + B_2u - LC_1[A_{11}x_1 + A_{12}x_2 + B_1u] - F[x_2 - e_2 - LC_1x_1] - PC_1x_1 - Hu \]

Finally, simplifying the above expression by grouping terms multiplying \( e_2 \), \( x_1 \), \( x_2 \), and \( u \) yields

\[ \dot{e}_2 = Fe_2 + (A_{21} - LC_1A_{11} - PC_1 + FLC_1)x_1 + (A_{22} - LC_1A_{12} - F)x_2 + (B_2 - LC_1B_1 - H)u \]

In order for the observation error to go asymptotically to zero for all \( x_1 \), \( x_2 \) and \( u \) we must require that the matrices multiplying these vectors be zero (we want the time evolution of the error to be independent of the value of the states and the control input). This requires

\[ F = A_{22} - LC_1A_{12} \]
\[ H = B_2 - LC_1B_1 \]
\[ PC_1 = A_{21} - LC_1A_{11} + FLC_1 \]

What remains is the differential equation \( \dot{e}_2 = Fe_2 \) and thus the eigenvalues of \( F \) must be negative in order for the error differential equation to be asymptotically stable.

We therefore must choose \( L \) such that the poles of \( F = A_{22} - LC_1A_{12} \) are in the LHP. This is the same problem as choosing the matrix \( K \) such that the poles of \( \hat{A} = A - KC \) are stable for the full-order linear observer; here we have \( A = A_{22} \) and \( C = C_1A_{12} \). Again, it is only possible to choose such a matrix \( L \) if the observability matrix

\[ N = [A_{12}^T C_1^T, A_{22}^T A_{12}^T C_1^T, \cdots (A_{22}^T)^{k-l-1} A_{12}^T C_1^T] \]
is of (full) rank \(k-l\). Once \(L\) has been selected, the matrices \(H\) and \(P\) can easily be solved for from the equations given above.

Note that if the state vector cannot be defined as the concatenation of two subvectors \(x_1\) and \(x_2\) as was done above then a more general reduced-order observer is needed. In practice, the state vector can typically be broken into subvectors in this manner.

### 6.5 Disturbances and Tracking (Exogeneous Inputs)

Assume that a state-space system is in the form

\[
\dot{x} = Ax + Bu + Fx_d
\]

where \(x_d\) is a disturbance vector (which we may or may not be able to measure directly).

We are also going to require the system to track a reference state \(x_r\). These two vectors are assumed to be governed by the known differential equations

\[
\begin{align*}
\dot{x}_d &= A_dx_d \\
\dot{x}_r &= A_rx_r
\end{align*}
\]

These are clearly unforced differential equations i.e. are not subject to control by the designer (the full system is necessarily uncontrollable).

We are concerned with the error in tracking a reference state \(e = x - x_r\) for which the governing differential equation (from the equations given above) is

\[
\begin{align*}
\dot{e} &= \dot{x} - \dot{x}_r = A(e + x_r) + Fx_d + Bu - A_rx_r \\
&= Ae + (A - A_r)x_r + Fx_d + Bu
\end{align*}
\]

Defining \(x_0\) to be the vector composed of the exogeneous inputs

\[
x_0 = \begin{pmatrix} x_r \\ x_d \end{pmatrix}
\]

and \(E\) to be the matrix composed as

\[
E = \begin{pmatrix} A - A_r & F \end{pmatrix}
\]

we can write

\[
\dot{e} = Ae + Ex_0 + Bu
\]

Further, if we compose the metastate

\[
x = \begin{pmatrix} x_0 \\ e \end{pmatrix}
\]
then this satisfies the metastate equation \( \dot{x} = Ax + Bu \) where

\[
A = \begin{pmatrix} A & E \\ 0 & A_0 \end{pmatrix}, \quad A_0 = \begin{pmatrix} A_r & 0 \\ 0 & A_d \end{pmatrix}, \quad B = \begin{pmatrix} B \end{pmatrix}
\]

The output (observation) equation is, in general,

\[
y = Cx = C_e e + C_r x_r + C_d x_d
\]

However, it should be noted that sometimes only the error can be measured; in this case \( C = \begin{pmatrix} C_0 & 0 \end{pmatrix} \). Note that the reference input \( x_r \) appears in the error differential equation through the term \((A - A_r)x_r\). This implies that if the reference can be produced from the unforced (homogeneous) solutions to the open-loop system (in this case \( A = A_r \)) then it does not contribute to the error. Unless the dynamics matrix \( A \) has repeated eigenvalues at the origin (and thus non-exponential solutions) then it is impossible to track anything else (steps, ramps, etc). We already expect this as we know that the system must have a pole at the origin of order \( m \) to track polynomial inputs of order \( m - 1 \) or less with zero error.

Of course, since the metastate is inherently uncontrollable (the disturbance and reference systems are unforced) we cannot use the pole placement technique of previous sections.

Instead, we work directly with the error differential equation \( \dot{e} = Ae + Bu + Ex_0 \). We essentially consider the exogeneous vector \( x_0 \) to be an input just like \( u \); the idea is to design \( u \) such that it counteracts the effects of the exogeneous inputs.

Consider a linear control law

\[
u = -Ge - G_0 x_0 = -Ge - G_r x_r - G_d x_d
\]

Here we will assume in our design that the exogeneous vector and the system error are both accessible for measurement during operation, which may not always be the case. The gain matrices involved in our control law can be chosen independent of the availability of these measurements.

The error differential equation given above becomes

\[
\dot{e} = Ae + Ex_0 - B(Ge + G_0 x_0)
\]

which is essentially a linear system excited by the homogeneous input \( x_0 \).

It is impossible to choose the gain matrices \( G \) and \( G_0 \) to keep the system error zero for all \( x_0 \) and \( e \). Instead, we require that:

1) The closed-loop system should be asymptotically-stable. 2) A linear combination of the error state variables should be zero in the steady state (rather than the whole state vector going to zero).

In order to satisfy the first condition, we need \( A_c = A - BG \) (which si the closed-loop dynamics matrix for the error differential equation) to have negative eigenvalues (poles
in the LHP). This can be accomplished by choosing \( G \) to shift the roots in the same manner as was done in previous sections.

The second condition is tougher to satisfy. Since steady state implies \( \dot{e} = 0 \) we have

\[
(A - BG)e = (BG_0 - E)x_0
\]

The closed-loop dynamics matrix is necessarily stable (from the first condition) and so its inverse must exist (no roots at the origin). Thus, the steady state error is given by

\[
e = (A - BG)^{-1}(BG_0 - E)x_0
\]

This error, as was noted, will not be zero. Instead, we required that \( y = Ce = 0 \) where \( C \) is a singular matrix of proper dimension (\( C \) must be singular or this equation would force \( e = 0 \) which is not possible). Thus, we require that

\[
C(A - BG)^{-1}(BG_0 - E)x_0 = 0
\]

However, since we want this to hold for every \( x_0 \), we require that

\[
C(A - BG)^{-1}(BG_0 - E) = 0
\]

ie this term must be the matrix of zeros in order for every \( x_0 \) to lie in its nullspace.

We can write the above equation as

\[
C(A - BG)^{-1}BG_0 = C(A - BG)^{-1}E
\]

Consider solving the left hand side of this equation for \( G_0 \). If \( y \) has dimension \( j \) then \( C \) is a \( j \times k \) matrix; assume \((A - BG)^{-1}\) is a \( k \times k \) matrix and \( B \) is a \( k \times m \) matrix (where \( m \) is the number of control variables). Then the matrix multiplying \( G_0 \) has size \( j \times m \) and we have three cases.

If \( j > m \) then the columns of the matrix span only a subspace of dimension \( j \) and thus there is no solution (unless the right hand side happens to lie in this subspace which is a very special case).

If \( j < m \) then the columns of the matrix must be dependent and there are thus infinite solutions to the underdetermined system. This is not a problem, as it allows for a choice of \( G_0 \) which may satisfy additional design criteria.

If \( j = m \) and the matrix is nonsingular then there is exactly one solution for \( G_0 \). In this case we have

\[
G_0 = [C(A - BG)^{-1}B]^{-1}C(A - BG)^{-1}E
\]

It can be shown that \( C(A - BG)^{-1}B \) is invertible if and only if

\[
\lim_{s \to 0} H_0(s) = |C(sI - A)^{-1}B| \neq 0
\]
Note that the invertibility of this matrix does not depend on the gain matrix $G$; indeed, we can choose any $G$ which makes the closed-loop dynamics matrix of the error differential equation asymptotically stable without affecting the invertibility of this matrix. Of course, the choice of $G$ affects the computed $G_0$.

Note that $x_r$ does not need to have all its components specified in most cases - we may wish to track references for only some of the state variables. In such a case, the component of $x_0$ corresponding to the reference will be of lower dimension than $k$ and the corresponding submatrix of $E$ will shrink.

### 6.5.1 Measuring the Error and Exogeneous Inputs

As mentioned above, there may very well be cases in which we cannot directly measure the error and/or exogeneous inputs; such cases require the addition of observers which estimate these variables. Without this information we obviously cannot implement the control law developed above.

We now assume that the entire metastate $x$ (composed of the error and exogeneous inputs) cannot be directly measured. If only part of the metastate cannot be measured then we can implement a reduced-order observer, as detailed later in this section. We thus assume that the observation vector depends on both the error and the exogeneous inputs:

$$ y = Ce + Dx_0 = \tilde{C}x $$

where

$$ \tilde{C} = \begin{pmatrix} C \\ D \end{pmatrix} $$

Applying the general observer equation (seen earlier) to the metasystem yields

$$ \dot{x} = A\dot{x} + Bu + K(y - \tilde{C}\dot{x}) $$

which can be separated into two coupled equations - one governing the error and the other governing the exogeneous input.

$$ \dot{\hat{e}} = A\hat{e} + Bu + E\hat{x}_0 + K_e(y - C\hat{e} - D\hat{x}_0) $$

$$ \hat{x}_0 = A_0\hat{x}_0 + K_0(y - C\hat{e} - D\hat{x}_0) $$

Note that the closed-loop dynamics matrix of the metasystem is

$$ \hat{A} = A - K\tilde{C} = \begin{pmatrix} A - K_eC & E - K_eD \\ -K_0C & A_0 - K_0D \end{pmatrix} $$

If the metasystem is observable then the poles can be moved to arbitrary locations via the choice of $K$. 
6.6 Compensator Design

Consider yet again the dynamic process

\[ \dot{x} = Ax + Bu \]

with observation vector \( y = Cx \) and suppose that we have already designed a full-state feedback control law of the form

\[ u = -Gx \]

as detailed in a previous section. Also suppose that we have designed a full-state linear observer

\[ \dot{\hat{x}} = A\hat{x} + Bu + K(y - C\hat{x}) \]

How do we combine the controller and observer into a compensator? The separation principle says that we should use the control law

\[ u = -G\hat{x} \]

That is, the control law should simply use the previously-designed \( G \) with the estimate \( \hat{x} \) from the previously-designed observer. The compensator is therefore a combination of a controller and an observer; the full system is the combination of this compensator and the original plant. We are thus dealing with a system of order \( 2k \) (\( k \) state variables in the plant and another \( k \) from the state estimates in the compensator).

Applying the control law dictated by the separation principle, we have

\[ \dot{x} = Ax - BG\hat{x} \]

The equation for the observer becomes

\[ \dot{\hat{x}} = A\hat{x} - BG\hat{x} + KC(x - \hat{x}) \]

Again, defining the observer error to be \( e = x - \hat{x} \) we have

\[ \dot{e} = \dot{x} - \dot{\hat{x}} = Ax - BG\hat{x} - [A\hat{x} - BG\hat{x} + KC(x - \hat{x})] = (A - KC)e \]

and since \( \dot{x} = x - e \),

\[ \dot{x} = Ax - BG\hat{x} = Ax - BG(x - e) = (A - BG)x + BGe \]
The system of order 2\(k\) may therefore be defined by a state composed of \(e\) and \(x\) and governed by the differential equations

\[
\begin{align*}
\dot{e} &= (A - KC)e \\
\dot{x} &= (A - BG)x + BGe
\end{align*}
\]

The first equation generates the estimation error \(e\) and the evolution of the state is then driven by this error. In order for this combined system to be stable, the eigenvalues of both \(A = (A - KC)\) and \(A_c = (A - BG)\) must be negative. These are the closed-loop matrices of the full-state observer and the full-state controller, respectively; designing each of these individually ensures that the overall system will be stable.

Similarly, a compensator can be designed using a reduced-order observer following the results of the previous section.

### 6.7 Optimal Control

Consider the dynamic process characterized by, as usual,

\[
\dot{x} = Ax + Bu
\]

where we seek a linear control law

\[
u(t) = -Gx(t)\]

Instead of choosing the matrix \(G\) such that the closed loop poles are moved to desired locations, we determine the gain matrix which minimizes the cost function

\[
V = \int_t^T \left[ x^T(\tau)Q(\tau)x(\tau) + u^T(\tau)Ru(\tau) \right] d\tau
\]

where \(Q\) and \(R\) are symmetric matrices, the lower integrand \(t\) is the present time and the upper integrand \(T\) is the terminal time (the time different \(T - t\) is called the control interval or “time-to-go”). This cost function (or performance criterion) is thus the integral of a quadratic form in the state \(x\) plus a quadratic form in the control \(u\).

The minimization of such an integral is rarely the “true” goal of the control system; however, the true design objectives often cannot be expressed mathematically or cannot be solved easily even if they can be expressed precisely. On the other hand, if the problem is simplified so that it becomes easy to express and solve then the design may not even meet the desired characteristics. In such a case, optimal control thus offers a practical compromise between a difficult problem and an artificially simplified problem.

The first of the two quadratic forms represents a penalty on the deviation of the state from the origin and the second represents the “cost of control” (a penalty on using control). Note that this means the desired state is the origin! Consideration of optimal control for a system in which the desired state is nonzero (ie a reference to be tracked) will be considered later.
The matrix $Q$ essentially specifies the importance of the components of the state vector relative to one another. The matrix $R$ specifies the cost of the various components of the control vector. The reason for including this term is to limit the amount of control which is used since, in reality, actuators providing the control cannot provide arbitrarily large control signals. In theory one might think that as much control as possible should be used - this will push the closed loop poles furthest from the imaginary axis and thus yield the fastest response time. Of course, one must consider the cost of control (ie size, weight, energy) as well as the fact that saturation may occur. If the control signal saturates, the system will exhibit unexpected behavior because the designer placed the poles assuming no saturation. Matrix $R$ is thus typically selected large enough that saturation is avoided.

When the control law above is used to control the standard dynamic process given above, we of course have

$$\dot{x} = Ax - BGx = A_c(t)x$$

where $A_c = A - BG$ is the closed loop dynamics matrix which we will here allow to vary with time (thus $A, B$ and $G$ are not restricted to be constant matrices). Since the dynamics matrix is non-constant, we cannot write the solution in terms of the matrix exponential; instead, the solution to this differential equation can be written

$$x(\tau) = \Phi_c(\tau, t)x(t)$$

where $\Phi_c$ is the state-transition matrix corresponding to $A_c$. This equation simply says that the state at any time $\tau$ depends linearly on the state at any other - past or future (or even present, in which case $\Phi_c$ is defined to equal the identity) - time $t$. Thankfully, since no simple expression is available for the state-transition matrix (in general), it will be needed in the following derivation.

Substituting the linear feedback control law into the performance criterion integral yields

$$V = \int_t^T [x^T(\tau)Q(\tau)x(\tau) + x^T(\tau)G^T(\tau)RG(\tau)x(\tau)] d\tau$$

$$= \int_t^T [x^T(t)\Phi_c(\tau, t)\{Q + G^T RG\} \Phi_c(\tau, t)x(t)] d\tau$$

Since the initial state $x(t)$ does not depend on time, we can move it outside the integral to yield

$$V = x^T(t)M(t, T)x(t)$$

where $M$ is a symmetric matrix defined to be

$$M(t, T) = \int_t^T \Phi_c(\tau, t)\{Q + G^T RG\} \Phi_c(\tau, t)d\tau$$
The optimum gain matrix $G$ thus minimizes this integral. We wish to obtain a differential equation to which $M$ is the solution. Noting that $V$ is a function of the initial time $t$ we can write

$$V(t) = \int_t^T x^T(\tau)L(\tau)x(\tau)d\tau$$

where $L = Q + G^TRG$. We now wish to find the derivative $\frac{dV}{dt}$ of the integral $V(t)$, recalling that the first part of the fundamental theorem of calculus states that for all $x$ in $(a,b)$

$$\frac{d}{dt} \int_a^x f(t)dt = f(x)$$

By first switching the upper and lower limits (which negates the integral) and then applying this theorem to $V(t)$ we find that

$$\frac{dV}{dt} = -x^T(t)L(t)x(t)$$

However, we can obtain another expression for the derivative of $V$ from $V = x^T(t)M(t,T)x(t)$. This yields

$$\frac{dV}{dt} = \dot{x}^T(t)M(t,T)x(t) + x^T(t)M(t,T)x(t) + x^T(t)M(t,T)\dot{x}(t)$$

Since $\dot{x}(t) = A_cx(t)$ this simplifies to

$$\frac{dV}{dt} = x^T(t)\left[A_c^T(t)M(t,T) + M(t,T) + M(t,T)A_c(t)\right]\dot{x}(t)$$

Comparing expressions for $\frac{dV}{dt}$ leads directly to the fact that

$$-L = A_c^TM + \dot{M} + MA_c$$

where it should be noted that these matrices are functions of time (the notation has been omitted here for simplicity). The differential equation for which $M$ is the solution is

$$-\dot{M} = MA_c + A_c^TM + L$$

where again $L = Q + G^TRG$. We need one initial condition in order to specify the solution to the above differential equation completely; since we already know that the solution is

$$M(t,T) = \int_t^T \Phi_c(\tau,t)L(\tau)\Phi_c(\tau,t)d\tau$$

then clearly $M(T,T) = 0$ is the required condition.
We are now tasked with finding the gain matrix $G$ which minimizes the cost function. For any choice of $G$ (optimal or no) the closed-loop performance is given by

$$V(t) = x^T(t)M(t,T)x(t)$$

where $M(t,T)$ is the solution to

$$-\dot{M} = M(A - BG) + (A - BG)^T M + (Q + G^T R G)$$

$$= M(A - BG) + (A^T - G^T B^T) M + Q + G^T R G$$

We now wish to find the $G$ which minimizes $M$. By this we mean that we wish to find the optimal solution $\hat{M}$ for which the quadratic form

$$\hat{V} = x^T \hat{M}x < x^T Mx$$

for arbitrary an initial state $x(t)$ and for all $M \neq \hat{M}$. This optimal solution $\hat{M}$ and corresponding optimal gain $\hat{G}$ must satisfy

$$-\dot{\hat{M}} = \hat{M}(A - B\hat{G}) + (A^T - \hat{G}^T B^T) \hat{M} + Q + \hat{G}^T R \hat{G}$$

Any nonoptimal solution and gain can be expressed in terms of the optimum solution and gain as

$$M = \hat{M} + N$$
$$G = \hat{G} + Z$$

The differential equation satisfied by the nonoptimal variables is thus

$$-(\dot{\hat{M}} + \dot{N}) = (\hat{M} + N)[A - B(\hat{G} + Z)] + [A^T - (\hat{G}^T + Z^T) B^T](\hat{M} + N) + Q + (\hat{G}^T + Z^T) R (\hat{G} + Z)$$

Subtracting the differential equation corresponding to the optimal solution from that corresponding to the non-optimal solution yields the following differential equation for $N$.

$$-\dot{N} = NA_c + A_c^T N + (\hat{G}^T R - \hat{M} B) Z + Z^T (R \hat{G} - B^T \hat{M}) + Z^T R Z$$

where $A_c = A - BG = A - B(\hat{G} - Z)$. This equation has the same form as

$$-\dot{\hat{M}} = M A_c + A_c^T \hat{M} + L$$

where in this case

$$L = (\hat{G}^T R - \hat{M} B) Z + Z^T (R \hat{G} - B^T \hat{M}) + Z^T R Z$$
The solution for $N$ is thus of the form

$$N(t, T) = \int_t^T \Phi^T_c(\tau, t) L \Phi_c(\tau, t) d\tau$$

If $\hat{V}$ is minimized then we must have

$$x^T \hat{M} x \leq x^T (M + N)x = x^T \hat{M} x + x^T N x$$

This implies that the $N$ must be positive (semi) definite. Based on the integral for $N$ above, in order for the quadratic form $x^T N x$ to be positive $L$ must be positive (semi) definite since for any positive-semidefinite $M$ and invertible $Q$ we know that $Q^T MQ$ is also positive-semidefinite. Looking at the expression for $L$ in differential equation for $N$, we see that for sufficiently-small $Z$ the linear terms dominate the quadratic term and it’s theoretically possible to choose $Z$ such that $L$ is negative definite. The only way to avoid this is for the linear terms to disappear and thus

$$R \hat{G} - B^T \hat{M} = 0$$

which leads to the optimum gain

$$\hat{G} = R^{-1} B^T \hat{M}$$

Thus the differential equation for $M$ becomes

$$-\dot{\hat{M}} = \hat{M} A + A^T \hat{M} - \hat{M} B R^{-1} B^T \hat{M} + Q$$

This matrix differential equation is known as the Riccati equation. It is the sum of linear terms and a quadratic term; because of the quadratic term, there is no general formula for the solution. In most cases, $\hat{M}(t, T)$ is solved for analytically. This is often done by numerically integrating the differential equation backward in time (since the condition to be satisfied $\hat{M}(T, T) = 0$ is at the terminal time). There are $k(k + 1)/2$ coupled, scalar equations which must be integrated because $\hat{M}$ is symmetric.

### 6.8 Nonlinear Systems

The dynamic system

$$\dot{x} = f(x, u)y = g(x, u)$$

is said to be nonlinear when the functions $f$ and $g$ are nonlinear in the state $x$ and control input $u$. State space representation and corresponding control theory is no longer valid for such a system; however, it is possible to analyze and control such a system by using a linear approximation.
6.8.1 Linearization around an Equilibrium Point

Consider the linearization of the above nonlinear dynamic system about an equilibrium point \((x_0, u_0)\). Such an equilibrium point is defined as a point where \(f(x_0, u_0) = 0\) or in other words where the derivative \(\dot{x}\) vanishes.

Such an equilibrium point is either an attractor or repeller - that is, small deviations from this point either cause the system to fall back to equilibrium or diverge from this point. One can thus determine whether such a point is considered to be stable or unstable; this is done by investigating the derivatives of \(x\).

Assuming a stable equilibrium point is found, we can safely linearize the system around it because small deviations will pull it back to this point. Consider then the case in which we apply an input \(u(t) = u_0 + \delta u\) which is perturbed from the equilibrium point. Additionally, the initial condition is here \(x(0) = x_0 + \delta x_0\). The corresponding output of the system will then be close to \(y = g(x_0, u_0)\) but not quite equal to this value.

We define \(\delta x(t) = x(t) - x_0\) and \(\delta y(t) = y(t) - y_0\). Thus, we have

\[
\delta y = g(x, u) - y_0 = g(x_0 + \delta x, u_0 + \delta u) - g(x_0, u_0)
\]

The Taylor Series expansion of \(g\) about the equilibrium point \((x_0, u_0)\) is, to first order,

\[
g(x, u) \approx g(x_0, u_0) + \frac{\partial g(x_0, u_0)}{\partial x} \delta x + \frac{\partial g(x_0, u_0)}{\partial u} \delta u
\]

Thus, we have

\[
\delta y = \frac{\partial g(x_0, u_0)}{\partial x} \delta x + \frac{\partial g(x_0, u_0)}{\partial u} \delta u
\]

The time evolution of \(\delta x\) is determined by taking its time derivative. Thus,

\[
\delta \dot{x} = \frac{d}{dt} (x(t) - x_0) = \dot{x} = f(x, u) = f(x_0 + \delta x, u_0 + \delta u)
\]

Similarly, we can expand \(f\) about \((x_0, u_0)\) to yield

\[
f(x, u) \approx f(x_0, u_0) + \frac{\partial f(x_0, u_0)}{\partial x} \delta x + \frac{\partial f(x_0, u_0)}{\partial u} \delta u
\]

We thus have an linear system defined by

\[
\delta \dot{x} = A\delta x + B\delta u \delta y = C\delta x + D\delta u
\]

where the usual system matrices \(A, B, C,\) and \(D\) are the Jacobian matrices defined by

\[
A = \frac{\partial f(x_0, u_0)}{\partial x}, \quad B = \frac{\partial f(x_0, u_0)}{\partial u}, \quad C = \frac{\partial g(x_0, u_0)}{\partial x}, \quad D = \frac{\partial g(x_0, u_0)}{\partial u}
\]
This completes our local linearization around the stable equilibrium point \((x_0, u_0)\).
We can also linearize about a desired trajectory \((x_{\text{des}}(t), u_{\text{des}}(t))\) in the same manner; in this case, the system generally becomes LTV with \(\{A(t), B(t), C(t), D(t)\}\) because the partial derivatives given above must be evaluated at each timestep. There are however certain systems for which linearization around certain trajectories results in an LTI system.

**Nonlinear Observability**

### 6.9 System Modeling

System modeling results in differential *equations of motion* and can be done either by using Newton’s second law (summing forces/torques to directly produce differential equations) or by using Lagrange’s equation (which instead requires a description of the potential and kinetic energy of the system).

**Example: Inverted Pendulum on a Cart**

The cart is modeled as a point mass with mass \(M\); the pendulum has length \(2l\) and is fixed to the center of mass of the cart, which is the location of the origin.

The kinetic energy of the cart is simply

\[
T_c = \frac{1}{2}M \dot{x}^2
\]

The kinetic energy of the pendulum as represented in the chosen cartesian coordinates is a function of the angle \(\theta\). We know that the center of mass of the pendulum is located at a distance \(l\) from the center of mass of the cart (and thus the origin) so its position in cartesian coordinates is given by

\[
\begin{align*}
x_p &= x + l \sin \theta \\
y_p &= l \cos \theta
\end{align*}
\]

The kinetic energy of the pendulum is then

\[
T_p = \frac{1}{2}m \left[ \dot{x}_p^2 + \dot{y}_p^2 \right]
\]

where

\[
\begin{align*}
\dot{x}_p^2 &= (\dot{x} + l\dot{\theta} \cos \theta)^2 = \dot{x}^2 + 2l\dot{x}\dot{\theta} \cos \theta + l^2 \dot{\theta}^2 \cos^2 \theta \\
\dot{y}_p^2 &= (l\dot{\theta} \sin \theta)^2 = l^2 \dot{\theta}^2 \sin^2 \theta
\end{align*}
\]

Thus,

\[
T_p = \frac{1}{2}m \left[ \dot{x}^2 + 2l\dot{x}\dot{\theta} \cos \theta + l^2 \dot{\theta}^2 (\sin^2 \theta + \cos^2 \theta) \right]
\]
Finally, using the fact that $\sin^2 \theta + \cos^2 \theta = 1$, the total kinetic energy of the system is

$$T = T_c + T_p = \frac{1}{2} (M + m) \dot{x}^2 + ml \dot{x} \dot{\theta} \cos \theta + \frac{1}{2} ml^2 \dot{\theta}^2$$

The only potential energy in the system is the gravitational potential energy of the pendulum’s center of mass (taking $y = 0$ to be the reference ie where $U = 0$). Thus,

$$U = mgl \cos \theta$$

The Lagrangian can then be formed as

$$L = T - U = \frac{1}{2} (M + m) \dot{x}^2 + ml \dot{x} \dot{\theta} \cos \theta + \frac{1}{2} ml^2 \dot{\theta}^2 - mgl \cos \theta$$

Lagrange’s equations for this system are then

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{x}} \right) - \frac{\partial L}{\partial x} = F - b \dot{x}$$
$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}} \right) - \frac{\partial L}{\partial \theta} = 0$$

Where the partial derivatives of $L$ as as follows.

$$\frac{\partial L}{\partial \dot{x}} = (M + m) \ddot{x} + ml \dot{\theta} \cos \theta$$
$$\frac{\partial L}{\partial x} = 0$$
$$\frac{\partial L}{\partial \dot{\theta}} = ml \dot{x} \cos \theta + ml^2 \ddot{\theta}$$
$$\frac{\partial L}{\partial \theta} = ml \dot{x} \dot{\theta} \sin \theta + mgl \sin \theta$$

The first of Lagrange’s equations is thus

$$\frac{d}{dt} \left( (M + m) \dot{x} + ml \dot{\theta} \cos \theta \right) - 0 = F - b \dot{x}$$

$$M \ddot{x} + ml \ddot{\theta} \sin \theta + ml \dot{\theta} \cos \theta + b \dot{x} = F$$

The second of Lagrange’s equations is thus
The differential equations of motion describing the system are thus

\[
\begin{align*}
\frac{d}{dt}(ml\dot{x}\cos\theta + ml^2\dot{\theta}) - [ml\dot{x}\sin\theta + mgl\sin\theta] &= 0 \\
[ml\dot{x}\sin\theta + ml\dot{x}\cos\theta] + ml^2\ddot{\theta} - ml\dot{x}\sin\theta - mgl\sin\theta &= 0 \\
ml\dot{x}\cos\theta + ml^2\ddot{\theta} - mgl\sin\theta &= 0 \\
x\cos\theta + l\ddot{\theta} - g\sin\theta &= 0
\end{align*}
\]

We will now use these equations to solve for \(\ddot{x}\) and \(\ddot{\theta}\) as functions of \(\{\dot{x}, x, \dot{\theta}, \theta\}\) in preparation for reducing this system of two second-order equations into a system of four first-order equations. Solving the second equation for \(\ddot{\theta}\) yields

\[
\ddot{\theta} = \frac{1}{l}[\ddot{x}\cos\theta + g\sin\theta]
\]

Substituting this result into the first equation of motion and simplifying yields

\[
\ddot{x} = \frac{ml\dot{x}^2\sin\theta - mg\sin\theta \cos\theta - b\ddot{x} + F}{(M + m(1 + \cos^2\theta))}
\]

Solving the second equation for \(\ddot{x}\) yields

\[
\ddot{x} = \frac{1}{\cos\theta}[\ddot{\theta} + g\sin\theta]
\]

Substituting this result into the first equation of motion and simplifying yields

\[
\ddot{x} = \frac{-g(M + m)\tan\theta + ml\dot{x}\sin\theta - b\ddot{x} + F}{ml\cos\theta - \frac{l}{\cos\theta}(M + m)}
\]

We now choose state variables \(\{x_1, x_2, x_3, x_4\} = \{x, \dot{x}, \theta, \dot{\theta}\}\) such that our system of equations becomes

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -mgx_3\cos x_3 + mlx_4^2\sin x_3 - bx_2 + F \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= -g(M + m)\tan x_3 + mlx_4^2\sin x_3 - bx_2 + F
\end{align*}
\]
with the outputs

\[ y_1 = x_1 \]
\[ y_2 = x_3 \]

After linearization, the state space formulation of this system is

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\end{pmatrix} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & -\frac{b}{M} & \frac{mg}{M} & 0 \\
0 & 0 & 0 & 1 \\
0 & -\frac{b}{M} & \frac{g(M+m)}{M} & 0 \\
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\end{pmatrix} + \begin{pmatrix}
0 \\
\frac{1}{M} \\
\frac{1}{M} \\
0 \\
\end{pmatrix} F
\]

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\end{pmatrix} + \begin{pmatrix}
0 \\
0 \\
\end{pmatrix} F
\]
Chapter 7

Robotics

7.1 Kinematics

The position and orientation (together, pose) of a rigid body in space can be described with respect to a coordinate frame in terms of a translation from the frame’s origin and (a series of) rotations about the axes of the frame.

Let the fixed coordinate frame with origin $O$ be specified by the unit axes $x$, $y$ and $z$; let the body coordinate frame with origin $O'$ be specified by unit axes $x'$, $y'$ and $z'$.

Then the position of $O'$ with respect to $O$ is

$$o' = o'_x x + o'_y y + o'_z z$$

which can be written, in terms of the axes of the fixed frame, as the vector $o' = [o'_x, o'_y, o'_z]^T$.

The orientation of the body frame with respect to the fixed frame is specified by expressing the axes of the body frame in terms of the axes of the fixed frame. This yields

$$x' = x'_x x + x'_y y + x'_z z$$
$$y' = y'_x x + y'_y y + y'_z z$$
$$z' = z'_x x + z'_y y + z'_z z$$

These relations can be expressed compactly in the rotation matrix

$$R = \begin{pmatrix} x' & y' & z' \\ x'_x & y'_x & z'_x \\ x'_y & y'_y & z'_y \\ x'_z & y'_z & z'_z \end{pmatrix} = \begin{pmatrix} x'^T x & y'^T x & z'^T x \\ x'^T y & y'^T y & z'^T y \\ x'^T z & y'^T z & z'^T z \end{pmatrix}$$

This matrix simply describes the body frame’s axes in terms of the fixed frame. Note that since the axes of both frames are unit vectors these inner products are equal
to the cosines of the angles between the corresponding axes. For this reason, the rotation matrix is also referred to as the direction cosine matrix (where each element is referred to as a direction cosine).

Note that this matrix is orthogonal so its columns are mutually orthogonal. In fact, $R^{-1} = R^T$ and thus $R^T R = RR^T = I$.

Note that since the inverse of $R$ (which defines the reverse mapping) is its transpose, the rows of this matrix are the axes of the fixed frame in terms of the axes of the body frame.

### 7.1.1 Elementary Rotations:

Consider a coordinate frame with origin $O$ defined by the axes $x$, $y$ and $z$. Consider rotating this frame by an angle $\theta$ about one of its axes (where a counter-clockwise rotation is taken to be positive). The rotation matrices describing the orientation of the axes $x'$, $y'$ and $z'$ of the rotated frame relative to the original frame after a single such elementary rotation are

$$\begin{align*}
R_x(\theta) &= \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta & -\sin \theta \\
0 & \sin \theta & \cos \theta
\end{pmatrix} \\
R_y(\theta) &= \begin{pmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{pmatrix} \\
R_z(\theta) &= \begin{pmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{pmatrix}
\end{align*}$$

Note that, for $k = x, y, z$ we have $R_k(-\theta) = R_k^T(\theta)$.

### 7.1.2 Vector Representation:

Consider again two frames with the same origin $O$ but different sets of unit axes. A vector $p$ can be described in terms of the first frame as $p = [p_x, p_y, p_z]^T$ and in terms of the second frame as $p' = [p'_x, p'_y, p'_z]^T$. Since these vectors correspond to the same point in space, we must have $\ p = p'$ and thus

$$p = p'_x x' + p'_y y' + p'_z z' = \begin{pmatrix}
x' \\
y' \\
z'
\end{pmatrix} p'$$

This is, of course, $p = Rp'$; $R$ is the matrix which transforms the vector from the second frame to the first. Since $R$ is orthogonal, the inverse transformation is $p' = Rp$. Note that since $R$ is an orthogonal transformation we have
The matrix $R$ therefore does not change the norm of the vector but only its direction.

### 7.1.3 Composition of Rotations

Consider a point $p$ in space and its representations in the frames $O^0$, $O^1$ and $O^2$ having a common origin $O$. Let $R_j^i$ denote the rotation matrix describing the orientation of frame $i$ with respect to frame $j$; then we have

$$p^1 = R_2^1 p^2$$

We also have, using the equation above,

$$p^0 = R_1^0 p^1 = R_1^0 R_2^1 p^2$$

Finally, we can write

$$p^0 = R_2^0 p^2 = R_2^0 R_2^1 p^2$$

From the above equation it is obvious that we must have

$$R_2^0 = R_2^0 R_2^1$$

Here it is interpreted that a frame aligned with $O^0$ is first rotated into alignment with $O^1$ with $R_1^0$ and then this frame is rotated into alignment with frame $O^2$ using $R_2^1$. That is, successive rotations can be applied to a vector via post-multiplication of the corresponding rotation matrices following the order of rotations. The overall rotation is therefore expressed as the composition of partial rotations; each rotation is defined with respect to the axes of the current frame.

When each rotation is made instead with respect to the axes of a fixed frame, the elementary rotation matrices are premultiplied in the order in which the rotations are applied.

### 7.2 Orientation Representations

#### 7.2.1 Euler Angles

Rotation matrices, while intuitive, are inherently redundant as they use nine parameters to describe a rotation with only three degrees of freedom. Instead, a minimal representation can be obtained by using a set of three angles $\phi = [\alpha, \beta, \gamma]^T$ each of which corresponds to an elementary rotation about one of the coordinate axes. A generic rotation matrix can then be formed by composing a sequence of the three corresponding elementary rotation matrices.

There are thus $3^3 = 27$ possible combinations of three successive rotations; however, there are 15 such combinations which produce successive rotations about parallel axes so there are only $3 \times 2 \times 2 = 12$ valid sets/sequences.
CHAPTER 7. ROBOTICS

Rotation Order and Naming

The naming of rotation angle sets/sequences can be extremely confusing and often ambiguous. Here, we refer to a sequence by (for example) $x-y-z$ which means that a rotation is first applied about the x-axis, then the y-axis, and finally about the z-axis (see the next section for clarification about which x,y, and z axes we refer to with such a sequence).

Rotation matrices corresponding to a composite rotation through angles $\alpha$, $\beta$ and $\gamma$ are formed by multiplying elemental rotations $R_X(\alpha)$, $R_Y(\beta)$ and $R_Z(\gamma)$ as, for example:

$$R = R_X(\alpha)R_Y(\beta)R_Z(\gamma)$$

This is often referred to as the $XYZ$ rotation sequence because this is the order in which the elemental rotations appear. However, since we apply successive rotations via left-multiplication, this rotation actually corresponds to the sequence $z-y-x$ and NOT $x-y-z$.

Intrinsic versus Extrinsic Rotations

Rotation sets/sequences are specified as either intrinsic or extrinsic depending on what frames the specified angles are referring to.

- **Intrinsic** rotations compose three elemental rotations about mobile axes which are attached to the rotation object and are specified by sequencies such as $x-y'-z''$ (note the usage of primes which denote successive new frames).

- **Extrinsic** rotations compose three elemental rotations about fixed axes which coincide with the starting frame of the rotation object, for example the sequence $x-y-z$.

Euler Angles versus Tait-Bryan Angles

It’s important to note that there are two formalisms for specifying rotations in terms of a minimal number of coordinates, both of which are often called Euler angles. Six of the 12 possible valid rotation sequences below to each formalism, as explained below:

- “Proper” **Euler angles** denote elemental rotation sequences which use the same axis for the first and third rotations, such as $z-x'-z''$ (intrinsic) or $z-x-z$ (extrinsic). The six possible sequences are:
  - $z-x'-z''$ (intrinsic) or $z-x-z$ (extrinsic)
  - $x-y'-x''$ (intrinsic) or $x-y-x$ (extrinsic)
  - $y-z'-y''$ (intrinsic) or $y-z-y$ (extrinsic)
  - $z-y'-z''$ (intrinsic) or $z-y-z$ (extrinsic)
  - $x-z'-x''$ (intrinsic) or $x-z-x$ (extrinsic)
  - $y-x'-y''$ (intrinsic) or $y-x-y$ (extrinsic)
• Tait-Bryan angles always compose elemental rotations about three distinct axes, for example $x\cdot y\cdot z''$ (intrinsic) or $x\cdot y\cdot z$ (extrinsic). This convention is arguably easier to visualize in terms of elemental rotations and is normally used in the aerospace industry. The six possible sequences are:

- $x\cdot y\cdot z''$ (intrinsic) or $x\cdot y\cdot z$ (extrinsic)
- $z\cdot y\cdot x''$ (intrinsic) or $z\cdot y\cdot x$ (extrinsic)
- $z\cdot x\cdot y''$ (intrinsic) or $z\cdot x\cdot y$ (extrinsic)
- $x\cdot z\cdot y''$ (intrinsic) or $x\cdot z\cdot y$ (extrinsic)
- $z\cdot y\cdot x''$ (intrinsic) or $z\cdot y\cdot x$ (extrinsic)
- $y\cdot x\cdot z''$ (intrinsic) or $y\cdot x\cdot z$ (extrinsic)

Note that the $x\cdot y\cdot z''$ sequence is known as Roll-Pitch-Yaw (or Roll-Pitch-Yaw XYZ), whereas the $z\cdot y\cdot x''$ (intrinsic) sequence is commonly known as Yaw-Pitch-Roll (or Roll-Pitch-Yaw ZYX).

In practice, the difference between proper Euler and Tait-Bryan angles is simply a matter of nomenclature and all sequences are referred to as Euler angles, as we will do in the remainder of this section.

Frame Handedness

The ambiguity of handedness refers to the chosen convention for a positive rotation about an axis; we only consider right-handed frames which means that a positive angle is a rotation to the right when looking down the axis in the positive direction.

Multiplication Order

Since a point can be represented equivalently as a column vector $v$ or row vector $w$, rotation matrices can either pre-multiply column vectors as $Rv$ or post-multiply row vectors as $wR$. However, $Rv$ produces an opposite rotation to $wR$ since $(wR)^T = R^T w^T = R^T v$. Thus, we must post-multiply by $R^T$ to obtain the same result. We only consider representative points as column vectors in this text, therefore rotations are applied via pre-multiplication as $Rv$.

Active (alibi) versus Passive (alias) Rotations

There are two ways of interpreting the action of a rotation on a vector:

- The rotation changes the vector itself (active or alibi transformation) within the same coordinate frame.
- The rotation changes the coordinate frame in which the vector is described (active or alibi transformation), however the vector always describes the same object.
When composing rotations from elemental single-axis transformations, we must be careful to specify whether the elemental rotations use active or passive convention. The inverse of an active transformation is a passive transformation (their rotation matrices are simply related via a transpose).

**Example: Roll-Pitch-Yaw Angles (x-y'-z" intrinsic)**

The Roll-Pitch-Yaw XYZ or simple Roll-Pitch-Yaw angles are often used in robotics and aeronautics; they are equivalent to what is sometimes referred to as the Euler ZYX angles. The elemental rotations here are made with respect to a frame attached to the rotating object. The total rotation is composed as follows:

- Rotate the initial frame by \( \alpha \) about the x-axis (roll); this corresponds to the matrix \( R_x(\alpha) \).
- Rotate the current frame by \( \beta \) about the its y'-axis (pitch); this corresponds to the matrix \( R_y(\beta) \).
- Rotate the current frame by \( \gamma \) about its z"-axis (yaw); this corresponds to the matrix \( R_z(\gamma) \).

The resulting orientation is composed via pre-multiplication of the matrices corresponding to the elemental rotations. This yields

\[
R(\phi) = R_z(\gamma)R_y(\beta)R_x(\alpha) = \\
\begin{pmatrix}
c_\gamma c_\beta & c_\gamma s_\beta s_\alpha - s_\gamma c_\alpha & c_\gamma s_\beta c_\alpha + s_\gamma s_\alpha \\
s_\gamma c_\beta & s_\gamma s_\beta s_\alpha + c_\gamma c_\alpha & s_\gamma s_\beta c_\alpha - c_\gamma s_\alpha \\
-s_\beta & c_\beta s_\alpha & c_\beta c_\alpha
\end{pmatrix}
\]

The inverse solution is given by

\[
\begin{align*}
\gamma &= \text{Atan2}(R_{21}, R_{11}) \\
\beta &= \text{Atan2}(-R_{31}, \sqrt{R_{32}^2 + R_{33}^2}) \\
\alpha &= \text{Atan2}(R_{32}, R_{33})
\end{align*}
\]

and is valid for \( \beta \in (-\pi/2, \pi/2) \). This solution degenerates when \( c_\beta = 0 \) ie when \( \beta = -\pi/2, \pi/2 \); in this case only the sum or difference of \( \gamma \) and \( \alpha \) can be determined.

### 7.2.2 Angle-Axis

A nonminimal representation of the orientation of a rigid body can be obtained by expressing the orientation as a rotation by \( \theta \) about a unit vector \( \mathbf{r} = [r_x, r_y, r_z]^T \) defined with respect to the frame \( O \). This requires four parameters rather than just three.

In order to arrive at the corresponding rotation matrix we need to use the fixed frame in which \( \mathbf{r} \) is defined; we do this by first aligning the axis with the frame via a series of rotations and then realigning with the direction \( \mathbf{r} \) as follows:
• Align \( \mathbf{r} \) with the z-axis, which is done by first rotating by \(-\alpha\) about the z-axis and then by \(-\beta\) about the y-axis. We are not ready to make rotations with respect to the fixed frame, which we can formalize.

• Next, rotate by \( \theta \) about the z-axis.

• Finally, realign with the initial direction of \( \mathbf{r} \) via a rotation by \( \beta \) about the y-axis and then a rotation by \( \alpha \) about the z-axis.

In total, these steps lead to the rotation matrix

\[
R(\theta, \mathbf{r}) = R_z(\alpha)R_y(\beta)R_z(\theta)R_y(-\beta)R_z(-\alpha)
\]

where we note that, since these rotations are made with respect to a fixed frame, we use premultiplication.

The resulting rotation matrix is then

\[
R(\theta, \mathbf{r}) = \begin{pmatrix}
\frac{r_x^2(1 - c\theta) + c\theta}{2} & r_xr_y(1 - c\theta) - r_zs\theta & r_xr_z(1 - c\theta) + r_y s\theta \\
-rac{r_yr_x(1 - c\theta) + r_zs\theta}{2} & \frac{r_y^2(1 - c\theta) + c\theta}{2} & r_yr_z(1 - c\theta) - r_x s\theta \\
-rac{r_zr_x(1 - c\theta) - r_y s\theta}{2} & -rac{r_zr_y(1 - c\theta) + r_x s\theta}{2} & \frac{r_z^2(1 - c\theta) + c\theta}{2}
\end{pmatrix}
\]

For this matrix we have \( R(-\theta, \mathbf{r}) = R(\theta, \mathbf{r}) \) which means that a rotation of \(-\theta\) about \(-\mathbf{r}\) is indistinguishable from a rotation of \(\theta\) about \(\mathbf{r}\). Therefore, the angle-axis representation is NOT unique.

This can be seen more clearly by considering the inverse problem. From the above rotation matrix, we have

\[
\theta = \cos^{-1}\left(\frac{r_{11} + r_{22} + r_{33} - 1}{2}\right)
\]

\[
\mathbf{r} = \frac{1}{2\sin(\theta)} \begin{pmatrix}
\frac{r_{32} - r_{23}}{r_{12} - r_{21}} \\
\frac{r_{13} - r_{31}}{r_{21} - r_{12}}
\end{pmatrix}
\]

for \(s_\theta \neq 0\). Note that the three components of \(\mathbf{r}\) are actually not independent but are rather constrained by the condition

\[
r_x^2 + r_y^2 + r_z^2 = 1
\]

as would be expected considering that this is a nonminimal representation.

Additionally, if \(s_\theta = 0\) then the above expressions become meaningless. For null rotation (\(\theta = 0\)) the unit vector \(\mathbf{r}\) becomes arbitrary; this is a singularity.
7.2.3 Unit Quaternion

The drawbacks of the axis-angle formulation can be overcome by the unit quaternion, defined by

\[
\eta = \cos \frac{\theta}{2}, \\
\epsilon = \sin \frac{\theta}{2} r
\]

where \(\eta\) is the scalar part of the quaternion and \(\epsilon = [\epsilon_x, \epsilon_y, \epsilon_z]^T\) is the vector part. They are constrained by the condition

\[
\eta^2 + \epsilon_x^2 + \epsilon_y^2 + \epsilon_z^2 = 1
\]

which is why this is called the unit quaternion. Note that a rotation by \(-\theta\) about \(-r\) gives the same quaternion as that corresponding to a rotation by \(\theta\) about \(r\), solving the non-uniqueness problem of axis-angle representation.

Using the above definitions and the results from the axis-angle formulation, the rotation matrix corresponding to the unit quaternion is

\[
R(\eta, \mathbf{r}) = \begin{pmatrix}
2(\eta^2 + \epsilon_x^2) - 1 & 2(\epsilon_x \epsilon_y - \eta \epsilon_z) & 2(\epsilon_x \epsilon_z + \eta \epsilon_y) \\
2(\epsilon_x \epsilon_y + \eta \epsilon_z) & 2(\eta^2 + \epsilon_y^2) - 1 & 2(\epsilon_y \epsilon_z - \eta \epsilon_x) \\
2(\epsilon_x \epsilon_z - \eta \epsilon_y) & 2(\epsilon_y \epsilon_z + \eta \epsilon_x) & 2(\eta^2 + \epsilon_z^2) - 1
\end{pmatrix}
\]

The solution to the inverse problem for the unit quaternion is

\[
\eta = \frac{1}{2} \sqrt{R_{11} + R_{22} + R_{33} + 1} \\
\epsilon = \frac{1}{2} \begin{pmatrix}
\text{sgn}(R_{32} - R_{23}) \sqrt{R_{11} - R_{22} - R_{33} + 1} \\
\text{sgn}(R_{13} - R_{31}) \sqrt{R_{22} - R_{33} - R_{11} + 1} \\
\text{sgn}(R_{21} - R_{12}) \sqrt{R_{33} - R_{11} - R_{22} + 1}
\end{pmatrix}
\]

Here it has been assumed that \(\eta \geq 0\) which corresponds to an angle \(\theta \in [-\pi, \pi]\); thus, any rotation can be described. Note that, in contrast to the axis-angle formulation, no singularities occur for the unit quaternion.

The quaternion corresponding to \(R^{-1} = R^T\) is denoted as \(Q^{-1}\) and is computed as \(Q^{-1} = \{\eta, -\epsilon\}\).

The quaternion product of \(Q_1\) and \(Q_2\) corresponding to the product \(R_1R_2\) is given by

\[
Q_1 \ast Q_2 = \{\eta_1 \eta_2 - \epsilon_1^T \epsilon_2, \eta_1 \epsilon_2 + \eta_2 \epsilon_1 + \epsilon_1 \times \epsilon_2\}
\]

Note that the product \(Q_1 \ast Q_1^{-1} = \{1, 0\}\).
7.2.4 Homogeneous Transformations

The *pose* (position and orientation) of a rigid body in space (a point $P$ with body-fixed frame $O_1$) is fully specified with respect to a reference frame $O_0$ by a vector $o_0^1$ describing the origin of Frame 1 with respect to Frame 0 and a rotation matrix $R_{1}^{0}$ describing the orientation of Frame 1 with respect to Frame 0.

The position of point P in Frame 0 is then

$$p^0 = o_0^1 + R_{1}^{0}p^1$$

This specifies a coordinate transformation of a vector between the two frames. The inverse transformation comes from premultiplying both sides of the above equation by $R_{1}^{0T} = R_{0}^{1}$ and solving for $p^1$; this leads to

$$p^1 = -R_{0}^{1}o_0^1 + R_{0}^{1}p^0$$

These transformations can be expressed in a more compact form by converting to homogeneous representations given by

$$\tilde{p}^0 = A_{1}^{0}p^1$$

$$\tilde{(p)}^1 = A_{0}^{1}\tilde{p}_0 = (A_{1}^{0})^{-1}\tilde{p}^0$$

where $\tilde{p} = [p, 1]^T$ and the homogeneous transformation matrix $A_{1}^{0}$ is defined to be

$$A_{1}^{0} = \begin{pmatrix} R_{1}^{0} & o_0^1 \\ 0^T & 1 \end{pmatrix}$$

and, from above,

$$A_{0}^{1} = \begin{pmatrix} R_{0}^{1} & -R_{0}^{1}o_0^1 \\ 0^T & 1 \end{pmatrix}$$

It is important to note that, in general, homogeneous transformation matrices are NOT orthogonal.

When the frames have the same origin, the homogeneous matrix reduces to the orientation matrix; when the frames have different origins, the total rotation is composed as

$$\tilde{p}^0 = A_{1}^{0}A_{2}^{1}\cdots A_{n}^{n-1}\tilde{p}^n$$

as was previously done for orientation matrices. Note here that postmultiplication is used because these matrices are all defined with respect to the preceding frame (these are partial rotations; this will be useful in defining a systematic way to transform between links of a robot manipulator).
7.2.5 Tracking Orientation

Here we will consider tracking the orientation of a body - represented by a rotation matrix - in terms of the instantaneous angular velocity of that body [2].

The goal is to derive a differential equation which describes the dynamics of the orientation matrix \( R \) in terms of the angular velocity vector \( \omega = [\omega_x, \omega_y, \omega_z]^T \). If the attitude of the body at time \( t \) is given by \( R(t) \) then the rate of change is given by

\[
\dot{R}(t) = \lim_{\delta t \to 0} \frac{R(t + \delta t) - R(t)}{\delta t}
\]

Here the orientation at time \( t + \delta t \) can be written as the product of the orientation at time \( t \) and a matrix \( A(t) \) which is the rotation matrix of the body frame from time \( t \) to time \( t + \delta t \). Thus,

\[
R(t + \delta t) = R(t)A(t)
\]

This matrix \( A(t) \) is the product of three elementary rotations about the body frame axes; when \( \delta t \) is sufficiently small, the order of these rotations doesn’t matter and the update matrix becomes

\[
A(t) = I + \delta \Psi = \begin{pmatrix}
1 & -\psi & \theta \\
\psi & 1 & -\phi \\
-\theta & \phi & 1
\end{pmatrix}
\]

where

\[
\delta \Psi = \begin{pmatrix}
0 & -\psi & \theta \\
\psi & 0 & -\phi \\
-\theta & \phi & 0
\end{pmatrix}
\]

Thus,

\[
\dot{R}(t) = \lim_{\delta t \to 0} \frac{R(t + \delta t) - R(t)}{\delta t}
= \lim_{\delta t \to 0} \frac{R(t)A(t) - R(t)}{\delta t}
= \lim_{\delta t \to 0} \frac{R(t)(I + \delta \Phi) - R(t)}{\delta t}
= R(t) \lim_{\delta t \to 0} \delta \Phi \delta t
= C(t)\Omega(t)
\]

where, in the limit, we have

\[
\lim_{\delta t \to 0} \frac{\delta \Phi}{\delta t} = \Omega(t) = \begin{pmatrix}
0 & -\omega_z(t) & \omega_y(t) \\
\omega_z(t) & 0 & -\omega_x(t) \\
-\omega_y(t) & \omega_x(t) & 0
\end{pmatrix}
\]
which is the skew-symmetric form of the angular velocity vector $\omega(t)$ representing the angular velocity of the body with respect to the body frame at time $t$.

Thus, the differential equation governing the time evolution of the orientation matrix $\dot{R}(t) = R(t)\Omega(t)$ has the solution

$$R(t) = R(0) \exp \left( \int_0^t \Omega(t)dt \right)$$

where $R(0)$ is the attitude at time $t = 0$.

For a single period $[t, t + \delta t]$ the solution can be written as

$$R(t + \delta t) = R(t) \exp \left( \int_{t}^{t+\delta t} \Omega(t)dt \right)$$

where, assuming a first-order integration scheme (rectangular rule) is used to integrate the sampled angular velocity, we have

$$B = \int_{t}^{t+\delta t} \Omega(t)dt = \sigma \begin{pmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{pmatrix}$$

where $\sigma = ||\omega||_2 \delta t$. Here the components of the vector $\omega$ have been normalized such that $(\omega_x^2 + \omega_y^2 + \omega_z^2) = 1$ (this normalization simplifies the characteristic polynomial).

The characteristic polynomial of $B$ is then (for this particular form of $B$)

$$p(\lambda) = \det(B - \lambda I) = -\lambda^3 - \sigma^2 \lambda$$

by the Cayley-Hamilton theorem we have that $p(B) = 0$ and thus

$$-B^3 - \sigma^2 B = 0 \to B^2 = -\sigma^2$$

The power series expansion of the matrix exponential of $B$, using the above fact, thus yields

$$\exp(B) = \sum_{i=0}^{\infty} \frac{B^i}{i!}$$

$$= (I + B + \frac{B^2}{2!} + \frac{B^3}{3!} + \frac{B^4}{4!} + \cdots)$$

$$= (I + B + \frac{B^2}{2!} - \frac{\sigma^2 B}{3!} - \frac{\sigma^2 B^2}{4!} + \cdots)$$

$$= (I + \left(1 - \frac{\sigma^2}{3!} + \frac{\sigma^4}{5!} + \cdots\right)B + \left(\frac{1}{2!} - \frac{\sigma^2}{4!} + \frac{\sigma^4}{6!} + \cdots\right)B^2)$$

$$= (I + \frac{\sin \sigma}{\sigma} B + \frac{1 - \cos \sigma}{\sigma^2} B^2)$$
Therefore, the update equation for the orientation matrix becomes

\[ R(t + \delta t) = R(t) \left( I + \frac{\sin \sigma}{\sigma} B + \frac{1 - \cos \sigma}{\sigma^2} B^2 \right) \]

### 7.2.6 Rotation Matrices

A rotation matrix is an orthogonal matrix with unit determinant. In fact, it is an orthonormal matrix because the 2-norm of each of its rows and columns is 1. It expresses a transformation which rotates a vector but does not change its magnitude (since, for any orthogonal matrix \( Q \) in general, \( ||Qx||_2 = (Qx)^T(Qx) = x^TQ^TQx = x^Tx = ||x||_2 \) since \( Q^TQ = I \)).

In 3-dimensional space the rotation matrices corresponding to rotations about the \( x \), \( y \), and \( z \) axes are, respectively:

\[
R_x = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{pmatrix}
\]

\[
R_y = \begin{pmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{pmatrix}
\]

\[
R_z = \begin{pmatrix}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

Any rotation can be expressed as the product \( R = R_xR_yR_z \), noting that in general these matrices do not commute.

In the context of numerically integrating the angular velocity about the three axes, if the timestep \( \delta t \) used for integration is sufficiently small then the small angle approximations for sine and cosine hold. This results in

\[
R = R_xR_yR_z \approx \begin{pmatrix}
1 & -\psi & \theta \\
\psi & 1 & -\phi \\
-\theta & \phi & 1
\end{pmatrix}
\]

where the order in which rotations are applied about the individual axes no longer matters.

### 7.3 Direct Kinematics

A robotics manipulator consists of a series of rigid bodies or links connected by means of joints. Joints can be of two types: revolute or rotational and prismatic or translational. The entire structure of the manipulator is formed by the links and joints and is known
as a kinematic chain. One end of the chain is constrained to a base while the other end is usually connected to an end-effector for manipulation of objects in space.

There are two types of chains: open and closed chains. Here we will consider only open chains, which are defined as chains in which there is only one sequence of links which connects the base to the end-effector. Closed chains, on the other hand, are more complicated because their links form loops.

The term posture is used to describe the pose of all the rigid bodies composing the chain; the posture is described by the number of degrees of freedom (DOFs) of the manipulator structure. Each DOF typically corresponds to the ability to articulate a joint and is thus termed a joint variable. The goal of direct kinematics is to find a mapping - via a sequence of homogeneous transformations - which describes the pose of the end-effector with respect to the base in terms of the joint variables.

The direct kinematics function is thus the transformation matrix

\[
T^b_e(q) = \begin{pmatrix}
    n^b_e(q) & s^b_e(q) & a^b_e(q) & p^b_e(q) \\
    0 & 0 & 1 & 1
\end{pmatrix}
\]

where \( q \) is the vector of joint variables, \( R^b_e(q) = [n^b_e s^b_e a^b_e] \) is the rotation matrix describing the orientation of the end-effector frame with respect to the base frame and \( p^b_e \) is the position of the origin of the end-effector frame with respect to the origin of the base frame. Note that all parts of this transformation are functions of the joint variables, i.e., \( T^b_e \) is configuration-dependent!

Consider an open chain of \( n + 1 \) links connected by \( n \) joints. It is assumed that Link 0 is fixed and each joint provides the structure with a single degree of freedom (complex joints such as a spherical joint are treated as combinations of single-DOF joints). Attached to each link from 0 to \( n \) is a coordinate frame; the coordinate transformation from frame \( n \) to frame 0 is then

\[
T^0_n(q) = A^0_1(q_1)A^1_2(q_2)\cdots A^{n-1}_n(q_n)
\]

where each homogeneous transformation is incremental (defined relative to the preceding link) and is thus a function of only one joint variable. The direct kinematics function from the end-effector to the base also requires transformations from link 0 to the base and from link \( n \) to the end-effector; these are typically constant transformations. The direct kinematics function is thus written as

\[
T^b_e(q) = T^b_0 T^0_n(q) T^n_e
\]

### 7.3.1 Denavit-Hartenberg Convention

The Denavit-Hartenberg Convention is a method for choosing the link frames such that computation of the direct kinematics function is accomplished in a general, systematic fashion. The frame corresponding to the \( i^{th} \) link is located at joint \( i - 1 \) and is defined as follows:
• Choose the z-axis $z_i$ of each frame through the axis of the joint.

• Locate the origin of the frame at the intersection of $z_i$ and the common normal to $z_i$ and $z_{i-1}$. If $z_i$ and $z_{i-1}$ intersect, this is the location of the origin.

• Choose the x-axis $x_i$ along the common normal to $z_i$ and $z_i-1$. If these z-axes intersect, choose $x_i$ to be $z_i-1 \times z_i$.

• Finally, choose $y_i$ to complete a right-handed coordinate frame.

Thus, in total, there are $n$ links and $n + 1$ joints/frames. For each link the DH convention specifies four parameters:

• $\theta_i$ is the angle between $x_i$ and $x_{i-1}$ about $z_{i-1}$ (only variable for a revolute joint).

• $d_i$ is the distance between the origins of frames $i$ and $i - 1$ along the direction of axis $z_{i-1}$ (only variable for a prismatic joint).

• $\alpha_i$ is the angle between axes $z_{i-1}$ and $z_i$ about $x_i$.

• $a_i$ is the distance between the axes $z_{i-1}$ and $z_i$ along the direction of axis $x_i$ (common normal between z-axes).

Note that only one of $\theta_i$ and $d_i$ can be variable for each link. In this setup, Link $i$ is located between Frames $i$ and $i - 1$; the homogeneous transformation between these frames is given by

$$A_{i-1}^i(q_i) = \begin{pmatrix}
  c_{\theta_i} & -s_{\theta_i}c_{\alpha_i} & s_{\theta_i}s_{\alpha_i} & a_ic_{\theta_i} \\
  s_{\theta_i} & c_{\theta_i}c_{\alpha_i} & -c_{\theta_i}s_{\alpha_i} & a_is_{\theta_i} \\
  0 & s_{\alpha_i} & c_{\alpha_i} & d_i \\
  0 & 0 & 1 & 1
\end{pmatrix}$$

Note that the transformation from Frame $i$ to Frame $i - 1$ is a function only of joint variable $q_i$ which is either $\theta_i$ (revolute joint) or $d_i$ (prismatic joint); all other parameters in this matrix are fixed.

### 7.3.2 Joint and Operational Space

If a task is to be specified in terms of trajectories for the end-effector, then one must work in the *operational space* defined by the $m \times 1$ vector

$$p_e = \begin{pmatrix} p_{e_x} & p_{e_y} & p_{e_z} & \phi_{e_x} & \phi_{e_y} & \phi_{e_z} \end{pmatrix}$$

where $p_e$ is the position of the manipulator and $\phi_{e}$ is its orientation; together these specify the end-effector’s pose.

On the other hand, the *joint space* is defined by the $n \times 1$ vector of joint variables...
\[ q = \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_3 \end{pmatrix} \]

Of course, the operational space variables can be extracted from the homogeneous transformation matrix \( A_b^e(q) \) discussed above. We can also write the mapping directly as

\[ x_e = k(q) \]

where \( k() \) is a (typically nonlinear) vector function which performs the mapping from joint space to operational space.

The most general operational space has \( m = 6 \) and thus uses a minimal representation for the orientation of the end-effector; in this case \( \phi_e \) cannot be computed directly from the joint variables (in closed form) and thus this computation must go through the rotation matrix (since the homogeneous transformation gives us the rotation matrix \( R_e^b \) and we know how to compute \( \phi_e \) from \( R_e^b \) as was discussed in a previous section).

### 7.3.3 The Workspace

When dealing with the operational space (pose of the end-effector), it is essential to know the possible spatial configurations which the manipulator can attain. The reachable workspace is the region in space which the origin of the end-effector frame can reach with at least one orientation; the dexterous workspace is the region which the origin of the end-effector can reach while attaining multiple orientations. The dexterous workspace is thus a subspace of the reachable workspace.

The reachable workspace is the geometric locus of points that can be reached by considering the direct kinematics equation

\[ p_e = p_e(q) \quad q_{\text{min}} \leq q \leq q_{\text{max}} \]

where \( p_e() \) is a continuous vector function (it is just the position part of the function \( k() \) introduced earlier) and \( q_{\text{min}} \) and \( q_{\text{max}} \) are the joint limits for all the joint variables.

### 7.3.4 Kinematic Redundancy

A manipulator is kinematically redundant when it has a number of DOFs greater than the number of variables needed to describe a given task i.e when \( n > m \). Note, however, than a manipulator can still be functionally redundant if \( m = n \) and only \( r < n \) variables are needed to specify a given task. Thus, redundancy is truly a function of the task being specified. For example, the three-DOF planar arm has \( n = 3 \) and \( m = 3 \) (since the pose of the end-effector in the plane is fully specified by its position and angle). When only the position is specified for a given task, however, \( r = 2 \) and the manipulator becomes functionally redundant.
7.3.5 Inverse Kinematics

Most tasks are specified in terms of trajectories in operational space, yet the robot must be controlled in the joint space. For this reason we need an inverse mapping from $x_e$ to $q$.

The issue is that the direct kinematics mapping $x_e$ (which comes from $T^b_e$) is usually nonlinear; if this were not the case, we could simply write $x_e = K q$ and solve the linear system for the vector of joint variables.

Aside from this issue of nonlinearity, there are other problems inherent to the mechanical nature of the manipulator. There may be multiple - or even infinite - solutions to the inverse problem. Note that multiple solutions for the same end-effector pose depend not only on the number of DOFs but also the number of non-null DH parameters. On the other hand, if the operational space trajectory moves outside the dexterous workspace of the robot then there will be no solutions.

Closed-form solutions to the inverse kinematics problems require either algebraic/geometric intuition. On the other hand, numerical solution techniques offer alternatives which can be applied to any manipulator but in general do not allow for the computation of all possible solutions.

7.4 Differential Kinematics

We have already discussed the problems of direct and inverse kinematics which deal with the relationship between the joint space and operational space variables. Now we discuss the problems of direct and inverse differential kinematics which deal with the relationship between the joint space and operational space velocities. This mapping is described by a matrix called the Jacobian.

There are two ways to arrive at such a mapping - the first is called the geometric Jacobian and the second is called the analytical Jacobian.

The geometric Jacobian is derived in a manner similar to that of the direct kinematics function in which one sums up the contributions of each individual joint velocity to the total end-effector velocity; this mapping is configuration-dependent.

The analytical Jacobian results from differentiating the direct kinematics function (when this function describes the pose with reference to a minimal representation in operational space) with respect to the joint variables.

7.4.1 Geometric Jacobian

For an n-DOF manipulator we have the direct kinematics equation

$$T_e(q) = \begin{pmatrix} R_e(q) & p_e(q) \\ 0^T & 1 \end{pmatrix}$$

It is desired to express the end-effector linear velocity $\dot{p}_e$ and the end-effector angular velocity $\omega_e$ in terms of the joint velocities $\dot{q}$. It will be shown that these relations are
both linear in the joint velocities and are given by

\[ \dot{p}_e = J_P(q) \dot{q} \]
\[ \omega_e = J_O(q) \dot{q} \]

where \( J_P \in \mathbb{R}^{3 \times n} \) and \( J_O \in \mathbb{R}^{3 \times n} \) are the Jacobian matrices relating the contributions of the joint velocities to the end-effector linear and angular velocities, respectively. We can write this in compact form as the differential kinematics equation

\[ \mathbf{v}_e = \begin{pmatrix} \dot{p}_e \\ \omega_e \end{pmatrix} = J(q) \dot{q} \]

where

\[ J = \begin{pmatrix} J_P \\ J_O \end{pmatrix} \]

is the manipulator geometric Jacobian which is, in general, a function of the manipulator configuration. This matrix is derived as follows.

First, consider the time derivative of a rotation matrix \( R = R(t) \). Since such a matrix is orthogonal,

\[ R(t)R(t)^T = I \]

Differentiating this expression with respect to time yields

\[ R(t)\dot{R}(t)^T + \dot{R}(t)R(t)^T = 0 \]

Defining \( S(t) = \dot{R}(t)R(t)^T \) we have

\[ S(t) + S^T(t) = 0 \]

which implies that the matrix \( S(t) \) must be skew-symmetric since the sum of it and its transpose equals the zero matrix.

Since \( R^{-1}(t) = R(t) \) we can solve our expression for \( S(t) \) to yield

\[ \dot{R}(t) = S(t)R(t) \]

which is the differential equation relating the rotation matrix to its derivative via the skew-symmetric operator \( S \).

Consider a constant vector \( \mathbf{p}' \) in a rotating reference frame described by \( R(t) \) and its image \( \mathbf{p}(t) = R(t)\mathbf{p}' \) in the fixed frame in which \( R(t) \) is defined. Taking the derivative of \( \mathbf{p}(t) \) yields

\[ \dot{\mathbf{p}}(t) = \dot{R}(t)\mathbf{p}' \]

which, using the definition of the derivative of a rotation matrix, can be written as
\[ \dot{\mathbf{p}}(t) = S(t)R(t)p' \]

From mechanics, however, we know that this is simply given by
\[ \dot{\mathbf{p}}(t) = \omega(t) \times \mathbf{p}(t) \]

where \( \omega(t) = [\omega_x, \omega_y, \omega_z]^T \) is the angular velocity of the rotating frame with respect to the reference frame at time \( t \).

This means that we must have
\[ S(\omega(t)) = \begin{pmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{pmatrix} \]

We can thus write \( \dot{R} = S(\omega)R \). Further, for a rotation matrix we have the property
\[ RS(\omega)R^T = S(R\omega) \]

Now consider the coordinate transformation of a point \( P \) from Frame 1 to Frame 0 given by
\[ \mathbf{p}^0 = \mathbf{o}^0_1 + R^0_1 \mathbf{p}^1 \]

Differentiating this expression with respect to time yields
\[ \dot{\mathbf{p}}^0 = \dot{\mathbf{o}}^0_1 + R^0_1 \dot{\mathbf{p}}^1 + \ddot{R}^0_1 \mathbf{p}^1 \]
\[ = \dot{\mathbf{o}}^0_1 + R^0_1 \dot{\mathbf{p}}^1 + S(\omega^0_1)R^0_1 \mathbf{p}^1 \]
\[ = \dot{\mathbf{o}}^0_1 + R^0_1 \dot{\mathbf{p}}^1 + \omega^0_1 \times r^0_1 \]

where \( r^0_1 = R^0_1 \mathbf{p}^1 \) represents the point \( P \) after it has been rotated into Frame 0 but not translated, i.e. \( r^0_1 = p^0 - o^0_1 \). This is known as the velocity composition rule. If the point \( P \) is fixed in Frame 1 then this reduces to
\[ \dot{\mathbf{p}}^0 = \dot{\mathbf{o}}^0_1 + \omega^0_1 \times r^0_1 \]

Now consider deriving the relationships between the linear and angular velocities of successive frames. Using the same DH convention for choosing link frames, it can be shown that
\[ \dot{\mathbf{p}}_i = \dot{\mathbf{p}}_{i-1} + \dot{v}_{i-1,i} + \omega_{i-1} \times r_{i-1,i} \]

\( \dot{v}_{i-1,i} \) denotes the velocity of the origin of Frame \( i \) with respect to the origin of Frame \( i-1 \) as expressed in terms of Frame 0. In addition,
\[ \omega_i = \omega_{i-1} + \omega_{i-1,i} \]
gives the angular velocity of Link \( i \) as a function of the angular velocities of Link \( i - 1 \) and of Link \( i \) with respect to Link \( i - 1 \) (\( \omega_{i-1,i} \)).

Using these general results, we have that for a **prismatic joint**

\[
\omega_i = \omega_{i-1}
\]

since the orientation of Frame \( i \) with respect to \( i - 1 \) does not change when Joint \( i \) is moved and thus \( \omega_{i-1,i} = 0 \). For the linear velocity we have

\[
\dot{p}_i = \dot{p}_{i-1} + d_i z_{i-1} + \omega_i \times r_{i-1,i}
\]

since this joint is articulated in the direction of axis \( z_i \).

For a **revolute joint** we have

\[
\omega_i = \omega_{i-1} + \dot{\theta}_i z_{i-1}
\]

and

\[
\dot{p}_i = \dot{p}_{i-1} + \omega_i \times r_{i-1,i}
\]

### 7.4.2 Jacobian Computation

Consider the expression \( \dot{p}_e(q) \) relating the end-effector position to the joint variables. Differentiating this yields

\[
\dot{p}_e = \sum_{i=1}^{n} \frac{\partial p_e}{\partial q_i} \dot{q}_i = \sum_{i=1}^{n} J_{Pi} \dot{q}_i
\]

due to the chain rule. Thus, the linear velocity of the end-effector can be obtained as the sum of \( n \) terms, each of which represents the contribution of a single joint to the end-effector linear velocity when all other joints are still.

Thus, we have \( J_{Pi} = z_{i-1} \) for a prismatic joint and \( J_{Pi} = z_{i-1} \times (p_e - p_{i-1}) \) for a revolute joint.

The angular velocity of the end-effector is given by

\[
\omega_e = \omega_n = \sum_{i=1}^{n} \omega_{i-1,i} = \sum_{i=1}^{n} J_{Oi} \dot{q}_i
\]

and thus for a prismatic joint \( J_{Oi} = 0 \) and for a revolute joint \( J_{Oi} = z_{i-1} \).

In summary, the full Jacobian is formed from \( 3 \times 1 \) vectors \( J_{Pi} \) and \( J_{Oi} \) as

\[
J = \begin{pmatrix}
J_{P1} & J_{P2} & \cdots & J_{Pn} \\
J_{O1} & J_{O2} & \cdots & J_{On}
\end{pmatrix}
\]

where we have
\[
\begin{pmatrix}
J_{P_i} \\
J_{O_i}
\end{pmatrix} = \begin{cases}
\begin{pmatrix}
z_{i-1} \\
0 \\
z_{i-1} \times (p_e - p_{i-1}) \\
z_{i-1}
\end{pmatrix} & \text{for a prismatic joint,}
\end{cases}
\]

for a revolute joint

The vectors on which the Jacobian depends are functions of the joint variables and can be computed from the direct kinematics relations as follows.

- \(z_{i-1}\) is given by the third column of the rotation matrix \(R_{i-1}^0\); if \(z_0 = [0, 0, 1]^T\) then \(z_{i-1} = R_{i-1}^0(q_1) \cdots R_{i-2}^0(q_{i-1})z_0\).

- \(p_e\) is given by the first three elements of the fourth column of the homogeneous transformation matrix \(T_e^0 = A_1^0(q_1) \cdots A_{n-1}^0(q_n)\).

- \(p_{i-1}\) is given by the first three elements of the fourth column of the homogeneous transformation matrix \(T_{i-1}^0 = A_1^0(q_1) \cdots A_{i-2}^0(q_{i-1})\).

Finally, note that the Jacobian has been developed here to describe the end-effector velocities with respect to the base frame. If it is desired to represent the Jacobian with respect to a different Frame \(u\) then the relation is

\[
J^u = \begin{pmatrix} R^u & 0 \\ 0 & R^u \end{pmatrix} J
\]

Kinematic Singularities

To summarize the preceding section, the Jacobian (geometric or analytical) defines the linear mapping

\[
v_e = J(q)\dot{q}
\]

between the joint velocities \(\dot{q}\) and end-effector velocities \(v_e = [p_e^T, \omega_e^T]^T\). It is, in general, a function of the configuration of the manipulator - that is, \(J = J(q)\); as a result, there may be certain configurations in which the Jacobian becomes rank-deficient. These are called kinematic singularities.

Such configurations may represent points at which

- The mobility of the manipulator is reduced.
- Infinite solutions to the inverse problem may exist (there is redundancy present).
- Small operational-space velocities may cause large joint space velocities.
As a result, it is desired to be aware of singularities for a given manipulator so as to avoid them if possible. There are two types of singularities: boundary singularities which occur when the manipulator is at the boundary of its workspace and internal singularities which occur inside the workspace for particular end-effector configurations. Boundary singularities can be avoided if one knows the limits of the workspace but internal singularities can occur anywhere in the workspace.

Since a matrix becomes non-invertible when rank-deficient, it is theoretically possible to determine a manipulator’s internal singularities by analyzing when the determinant of the Jacobian goes to zero. This, however, is only useful in practice for simple manipulators.

Redundancy

As introduced previously, the redundancy of a manipulator is a function of the number \( n \) of DOFs of the structure, the number \( m \) of operational space variables and the number \( r \) of operational space variables necessary to specify a given task. In this case it is more useful to consider

\[
v_e = J(q) \dot{q}
\]

where \( v_e \in \mathbb{R}^{r \times 1} \) is the vector of operational space variables needed for the given task, \( J(q) \in \mathbb{R}^{r \times n} \) is the relevant portion of the geometric Jacobian and \( \dot{q} \in \mathbb{R}^{n \times 1} \) is the vector of joint velocities (this vector remains the same).

Thus, if \( r < n \) then the system is underdetermined or redundant; there are more variables than are needed to specify the task. Assuming full (row) rank, the dimensions of the column space \( R(J) \) and row space \( R(J^T) \) are only \( r \) and thus since

\[
dim(R(J)) + dim(N(J^T)) = r
\]
\[
dim(R(J^T)) + dim(N(J)) = n
\]

we have that the dimension of the nullspace is \( n - r \). There are thus \( n - r \) dependent columns in \( J \) and therefore infinite solutions for the joint velocities given desired end-effector velocities in the inverse problem. The solution is thus of the form

\[
\dot{q} = \dot{q}^* + R \dot{q}_0
\]

where \( P \in \mathbb{R}^{n \times n} \) is a matrix specifying a basis for \( N(A) \) and \( \dot{q}_0 \in \mathbb{R}^{n \times 1} \) is an arbitrary vector of joint velocities. This vector maps to the nullspace through the Jacobian and thus does not affect the end-effector velocity; we can exploit this by choosing \( \dot{q}_0 \) to generate desirable internal motions which do not change \( v_e \).

NOTE: I don’t understand why \( P \) would be \( n \times n \) when the dimension of \( N(A) \) is only \( n - r \). Why not \( P \in \mathbb{R}^{n \times n-1} \)? I understand this would make \( \dot{q}_0 \) a different size than \( \dot{q} \) but the \( P \) presented itself is redundant which seems strange.
Note that the concepts of singularities, intrinsic redundancy and functional redundancy are all closely related. A manipulator which has more DOFs than are needed to fully specify the end-effector pose \((n > m)\) is intrinsically redundant; the corresponding system is underdetermined. A manipulator which has \(m = n\) can become functionally redundant when only \(r < m\) operational space variables are specified for a task; this system is also underdetermined. Finally, when an intrinsically-redundant manipulator \((n > m)\) reaches a singularity, it becomes even more redundant.

In all of this discussion we have not mentioned the case in which \(m > n\) - that is, the overdetermined case. In this situation there can only be a solution to the inverse problem if the desired operational space velocity lies within the column space \(R(J)\); otherwise, there is no solution. We can consider a least-squares solution by projecting the desired velocity onto \(R(A)\) and solving instead for the joint velocities corresponding to this approximation but this may not be useful. Assuming that the manipulator is designed to have \(n \geq m\) DOFs, the corresponding system may become overdetermined only when \(n = m\) and the manipulator reaches a singularity.

### 7.4.3 Inverse Differential Kinematics

In a previous section, we derived the solution to the direct kinematics problem and saw that, in general, it is a nonlinear function of the joint positions \(q\); the relation was

\[
x_e = k(q)
\]

Given that this system is nonlinear, one can solve the corresponding inverse solution in closed form only for simple manipulators.

Instead, it would be much preferred to work with a system which is linear in the joint variables. As we have seen, the differential kinematics problem is described by

\[
v_e = J(q)\dot{q}
\]

and is thus linear in the joint velocities \(\dot{q}\). The fact that the Jacobian itself is a (likely nonlinear) function of the joint variables \(q\) is not an issue. We can thus solve the inverse problem through the differential kinematics formulation instead, solving directly for \(\dot{q}\) and (numerically) integrating the solution to obtain \(q\) (assuming the initial joint state \(q(0)\) is known).

Of course, if the dimension of the operational space relevant to the given task is \(r = n\) then the Jacobian is square and full rank and thus

\[
\dot{q} = J^{-1}(q)v_e
\]

is the solution obtained through inversion of the Jacobian.

**Inverse Kinematics and Redundancy**

The above solution is only valid when the Jacobian is full rank; if the manipulator is redundant then \(r < n\) and the system is underdetermined. As is known for such systems,
there are infinite solutions for $\dot{\mathbf{q}}$; one logical choice is to choose the solution which satisfies the differential kinematics relation and minimizes the quadratic cost function

$$g(\dot{\mathbf{q}}) = \frac{1}{2} \dot{\mathbf{q}}^T W \dot{\mathbf{q}}$$

where $W \in \mathbb{R}^{n \times n}$ is a positive definite weighting matrix. This can be expressed as the minimization of the Lagrangian (modified cost function)

$$g(\dot{\mathbf{q}}, \lambda) = \frac{1}{2} \dot{\mathbf{q}}^T W \dot{\mathbf{q}} + \lambda^T (\mathbf{v}_e - J \dot{\mathbf{q}})$$

with respect to the joint velocity. Note that the differential kinematics relation is expressed as an equality constraint; this ensures it will be satisfied. In this way, the minimization of the cost function becomes a secondary objective in the optimization.

The resulting solution is

$$\dot{\mathbf{q}} = W^{-1} J^T (JW^{-1} J^T)^{-1} \mathbf{v}_e$$

If the weighting matrix is simply chosen to be the identity matrix in $\mathbb{R}^n$ (diagonal $W$ with equal weights for all joint velocities) then the above solution becomes the minimum norm solution

$$\dot{\mathbf{q}} = J^\dagger \mathbf{v}_e$$

where

$$J^\dagger = J^T (JJ^T)^{-1}$$

is the right pseudoinverse of $J$. The obtained solution thus satisfies the differential kinematics relation and has the minimum norm among all possible solutions (see the section on underdetermined systems for more information).

As mentioned previously, since there are $n - r$ dependent columns in $J$ we are free to choose a solution of the form $\dot{\mathbf{q}} = \dot{\mathbf{q}}^* + P \dot{\mathbf{q}}_0$ where the columns of $P$ are in the nullspace of $J$...

We must note that the above solutions are only valid when $J$ has full row rank $r$; in this case, the dimension of the left nullspace $N(J^T)$ of $J$ is zero because the rows of $J$ are independent. Thus $\dim(R(J)) = r$ and the columns of $J$ span all of $\mathbb{R}^r$ (the fact that they are redundant doesn’t change this).

If $J$ is rank-deficient then the left nullspace becomes non-null; the column space no longer spans $\mathbb{R}^r$ and therefore there are no solutions to the inverse problem unless $\mathbf{v}_e$ happens to lie within the subspace of $\mathbb{R}^r$ defined by $R(J)$ (and then there are infinite solutions due to redundancy).

Note that this differs from the case in which $r < n$ which can (theoretically) be solved by least-squares because here the rank is less than both $r$ and $n$ (least squares requires $r > n$ and full column rank). In short, there are infinite solutions to the least-squares approximation (the problem in which $\mathbf{v}_e$ is projected onto $R(J)$). This occurs when a redundant manipulator is at a configuration singularity.
Even if singularities are avoided, there are still issues with the inverse problem when the manipulator is in the neighborhood of a singularity. When the Jacobian is nearly singular its condition number $K(J)$ becomes very large; the right-pseudoinverse involves the term $(JJ^T)^{-1}$ which has a condition number of approximately $K(J)^2$, making the solution prone to error. In this case one might use a QR-based psuedoinverse or the damped (regularized) least-squares inverse

$$J^* = J^T(JJ^T + k^2I)^{-1}$$

which results from minimizing the sum of the norm of the residual $v_e - J(\dot{q})\dot{q}$ (as is done in the overdetermined case) plus the norm of the joint velocities (as is done in the underdetermined case). The parameter $k$ is used to establish the relative weight between these two optimization objectives. Note that this is both the unique solution in the rank-deficient case and a “better-conditioned” solution in the nearly-singular case. Whereas the original problem would result in large joint velocities in the neighborhood of a singularity, the damped (regularized) problem keeps results in smaller velocities by essentially putting a prior on the solution which says that the joint velocities should be small (close to zero).

Note that the damped left-pseudoinverse

$$J^* = (J^TJ + k^2I)^{-1}J^T$$

is equal to the damped right-pseudoinverse. The reason we choose the right inverse is because when $J \in \mathbb{R}^{m \times n}$ with $n > m$ then $(JJ^T + k^2I) \in \mathbb{R}^{m \times m}$ is more efficient to invert than $(J^TJ + k^2I) \in \mathbb{R}^{n \times n}$.

Jacobian Transpose Method for Inverse Kinematics:

Consider the inverse kinematics problem

$$\dot{x} = J\dot{q}$$

which entails solving for the joint trajectory $\dot{q}$ corresponding to a desired end-effector trajectory $\dot{x}$. Suppose that instead of a desired trajectory, we wish to move from a point $x$ to a point $g$ representing the goal. Define the error to be $e = g - x$ and then choose

$$\Delta \theta = \alpha J^T e$$

(where $\alpha$ is a positive constant and $J$ is the manipulator Jacobian) in order to update $\theta$ at each timestep. Recall that the relationship between forces on the end effector and joint torques is given by

$$\tau = J^TF$$
The Jacobian Transpose method thus simulates the effect of a sprint with constant $\alpha$ pulling the end-effector towards the goal! Assuming that a small change $\Delta s$ in end-effector position corresponds to a small change $\Delta \theta$ in joint positions through the differential relationship $\Delta s = J \Delta \theta$, we choose $\alpha$ at each timestep in order to make $\Delta s = \alpha JJ^T e$ as close as possible to $e$. In other words, we choose $\alpha$ according to

$$\arg\min_\alpha ||e - \alpha JJ^T e||^2$$

from which we find

$$||e - \alpha JJ^T e||^2 = (e - \alpha JJ^T e)^T (e - \alpha JJ^T e)$$

$$= (e^T - \alpha e^T JJ^T)^T (e - \alpha JJ^T e)$$

$$= e^T e - 2\alpha e^T JJ^T e + \alpha^2 e^T JJ^T JJ^T e$$

We can’t do anything to reduce the first term, so we solve for $\alpha$ such that the other terms cancel. We have

$$2\alpha ||JJ^T e||^2 = \alpha^2 ||JJ^T e||^2$$

from which it follows that (neglecting the factor of two)

$$\alpha = \frac{||JJ^T e||^2}{||JJ^T e||^2}$$

### 7.4.4 Analytical Jacobian

Whereas the geometric Jacobian was computed in a systematic manner for a manipulator by considering the contribution of each joint velocity to the end-effector velocity, the analytical Jacobian is computed directly from differentiation of the direct kinematics equation

$$x_e = \left( \begin{array}{c} p_e \\ \phi_e \end{array} \right)$$

If this end-effector pose is known in terms of a minimal number of operational space variables (we have $m = 6$ for a manipulator in $R^3$) then

$$\dot{p}_e = \frac{\partial p_e}{\partial \dot{q}} \dot{q} = J_p \dot{\dot{q}}$$

specifies the translational velocity of the end-effector frame with respect to the base frame and

$$\dot{\phi}_e = \frac{\partial \phi_e}{\partial \dot{q}} \dot{q} = J_\phi \dot{\dot{q}}$$
specifies the time derivative of the orientation of the end-effector frame in the chosen minimal representation. Note that, in general, \( \dot{\phi}_e \neq \omega_e \) and that computation of \( J_\phi(q) \) usually goes through the computation of the rotation matrix since \( \phi_e(q) \) is not usually available in direct form.

The differential kinematics equation obtained from differentiating the direct kinematics equation is thus

\[
\dot{x}_e = \begin{pmatrix} \dot{p}_e \\ \dot{\phi}_e \end{pmatrix} = \begin{pmatrix} J_P(q) \\ J_\phi(q) \end{pmatrix} = J_A(q) \dot{q}
\]

where

\[
J_A(q) = \frac{\partial k(q)}{\partial q}
\]

is the analytical Jacobian which is different from the geometric Jacobian \( J \) because \( \dot{\phi}_e \neq \omega_e \).

Note, however, that we can transform between the time derivative of the minimal representation of orientation and the angular velocity as

\[
\omega_e = T(\phi_e) \dot{\phi}_e
\]

where the matrix \( T(\phi_e) \) is a transformation matrix specific to the minimal representation used.

While the time derivative of end-effector orientation is represented differently in the two Jacobians, the linear velocity of the end-effector is the same for both. Thus, we can transform between the two representations using

\[
v_e = T_A(\phi) \dot{x}_e
\]

where

\[
T_A(\phi) = \begin{pmatrix} I & 0 \\ 0 & T(\phi_e) \end{pmatrix}
\]

transforms between end-effector pose representations. Thus, we have that the transformation between Jacobians is

\[
J = T_A(\phi) J_A
\]

### 7.4.5 Inverse Kinematics Algorithms

### 7.5 Principle of Virtual Work

The main idea behind the principle of virtual work is that nature in some way optimizes the trajectory resulting from the differential equations which describe the motion of a physical system. It is derived from the principle of least action.
Consider the motion of a particle between two points in space. If a force acts on this particle as it moves then one can compute the work done by the force along any possible path between the two endpoints. The principle of virtual work states that the path which the particle actually follows is the one for which the difference between the work done on this path and the work done on nearby paths is zero. This implies that the work done is minimized by this path; this analysis thus involves the computation of the difference in a function evaluated on nearby paths which is a generalization of the derivative and is formalized by the branch termed the calculus of variations.

Consider a particle which moves along a trajectory \( r(t) \) from point \( A \) to point \( B \) due to an applied force \( F \). The total work done by the force along this path is then

\[
\int_{A}^{B} F \cdot dr
\]

where \( dr \) is a differential element along the curve \( r(t) \). Written in terms of the velocity \( v(t) \) along the path, the expression for the work done is

\[
\int_{t_0}^{t_1} F \cdot v dt
\]

Now consider the work done in moving between the same endpoints but along a slightly different path given by

\[
\bar{r}(t) = r(t) + \epsilon h(t)
\]

where \( \epsilon \) is a positive scaling constant and \( h(t) \) is an arbitrary function with \( h(t_0) = h(t_1) = 0 \) so that \( \bar{r}(t) = r(t) \) at the endpoints. The work done along this path is then

\[
\bar{W} = \int_{A}^{B} F \cdot d(\bar{r}) = \int_{t_0}^{t_1} F \cdot (v + \epsilon \dot{h}) dt
\]

The difference in the work between the two paths is then

\[
\delta W = W - \bar{W} = \int_{t_0}^{t_1} (F \cdot \epsilon \dot{h}) dt
\]

Assuming that \( r(t) \) and \( h(t) \) depend on the generalized coordinates \( q_i, i = 1, \ldots, n \) then the derivative of the variation \( \delta r(t) = \epsilon h(t) \) is given by

\[
\frac{d}{dt} \delta r = \dot{\epsilon} h = \epsilon \left( \frac{\partial h}{\partial q_1} \dot{q}_1 + \cdots + \frac{\partial h}{\partial q_n} \dot{q}_n \right)
\]

where the chain rule has been used. We thus have

\[
\delta W = \int_{t_0}^{t_1} \left( F \cdot \frac{\partial h}{\partial q_1} \epsilon \dot{q}_1 + \cdots + F \cdot \frac{\partial h}{\partial q_n} \epsilon \dot{q}_n \right) dt = \int_{t_0}^{t_1} \left( F \cdot \frac{\partial h}{\partial q_1} \right) \epsilon \dot{q}_1 dt + \cdots + \int_{t_0}^{t_1} \left( F \cdot \frac{\partial h}{\partial q_n} \right) \epsilon \dot{q}_n dt
\]
Therefore, in order for the virtual work $\delta W$ to be zero for an arbitrary variation we require that

$$ F_i = F \cdot \frac{\partial h}{\partial \dot{q}_i} = 0, \quad i = 1, \ldots, n $$

where the terms $F_i$ are called the \textit{generalized forces} associated with the virtual displacement.

### 7.6 Kinematics

Consider a point $P$ whose position in a fixed Frame 0 is defined to be $p^0$ and in a non-fixed (translating and rotating) Frame 1 to be $p^1$. Let $R^0_1$ denote the rotation matrix representing the orientation of Frame 1 with respect to Frame 0 and let $o^0_1$ denote the position of the origin of Frame 1 with respect to Frame 0. The expression for the point $P$ in Frame 0 can then be written as

$$ p^0 = o^0_1 + R^0_1 p^1 $$

Differentiating this expression with respect to time yields

$$ \dot{p}^0 = \dot{o}^0_1 + R^0_1 \dot{p}^1 + \dot{R}^0_1 p^1 $$

where the definition of the derivative of a rotation matrix has been used to yield $\dot{R}^0_1 = S(\omega^0_1) R^0_1$.

Here the vector $r^0_1 = R^0_1 p^1$ represents the point $P$ after it has been rotated into Frame 0 but not translated, i.e. $r^0_1 = p^0 - o^0_1$. This is known as the \textit{velocity composition rule}.

If the point $P$ is fixed in Frame 1 then this reduces to

$$ \dot{p}^0 = \dot{o}^0_1 + \omega^0_1 \times r^0_1 $$

In order to find the acceleration of $P$ with respect to Frame 0 we differentiate again, yielding

$$ \ddot{p}^0 = \ddot{o}^0_1 + \omega^0_1 \times r^0_1 + \omega^0_1 \times \dot{r}^0_1 $$

Again, since it is assumed that $p^1$ is fixed and using the expression for the derivative of a rotation matrix we have

$$ \ddot{p}^0 = \ddot{o}^0_1 + \alpha^0_1 \times r^0_1 + \omega^0_1 \times (\omega^0_1 \times r^0_1) $$
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7.7 Rigid Body Dynamics

7.7.1 Manipulator Dynamic Model (Lagrange Formulation)

Consider a manipulator composed of $N$ rigid links, each of which is a continuum of particles of infinitesimal mass. The goal is to derive a dynamic model which relates the generalized forces applied to the joints of the manipulator and their corresponding accelerations.

The Lagrange Formulation states that such a system is governed by $N$ ordinary differential equations, the $n^{th}$ of which is given by

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_n} \right) - \frac{\partial L}{\partial q_n} = \xi_n \quad \forall n \in \{1, \ldots, N\}$$

where the Lagrangian of the system is given by

$$L = T - U$$

where $T$ is the total kinetic energy of the system and $U$ is the total potential energy of the system.

For an $N$-link manipulator, the total kinetic energy is given by

$$T = \sum_{n=1}^{N} T_{ln}$$

where $T_{ln}$ denotes the kinetic energy of the $n^{th}$ link. Note that this derivation will neglect the effects of the motor (or other actuator). If $p_i$ denotes the position of the $i^{th}$ particle belonging to the $n^{th}$ link then the kinetic energy of this link can be expressed as

$$T_{ln} = \frac{1}{2} \int_{V_n} \dot{p}_i \dot{p}_i \rho dV$$

where the link is assumed to be of uniform density $\rho$. This is thus a triple integral over the link volume.

Consider the position vector $p_{Cn}$ of the center of mass of the link; the position of the $i^{th}$ particle can thus be expressed as

$$p_i = p_{Cn} + r_i$$

where $r_i$ is the vector from the center of mass to the particle. Note here that the center of mass is computed as

$$p_{Cn} = \frac{1}{m_n} \int_{V_n} p_i \rho dV$$

where $m_n$ is the total mass of the link as given by
From kinematics, the velocity of the $i^{th}$ particle can be expressed as

$$\dot{p}_i = \dot{p}_{C_n} + \omega_n \times r_i$$

where $S(\bullet)$ denotes the skew-symmetric operator and $\omega_n$ is the angular velocity of the link with respect to the base frame. Note that the angular velocity is a free vector and is the same for all points on the rigid body.

Using this expression for the particle velocity in the expression for the total link kinetic energy yields

$$T_n = \frac{1}{2} \int_{V_n} (\dot{p}_{C_n} + S(\omega_n)r_i)^T (\dot{p}_{C_n} + S(\omega_n)r_i) \, dV$$

Expanding the above expression out yields

$$T_n = \frac{1}{2} \int_{V_n} (\dot{p}_{C_n}^T \dot{p}_{C_n} + \dot{p}_{C_n}^T S(\omega_n)r_i + (S(\omega_n)r_i)^T \dot{p}_{C_n} + (S(\omega_n)r_i)^T S(\omega_n)r_i) \rho \, dV$$

The kinetic energy integral can thus be split into four integrals each of which represent a different type of kinetic energy.

**Translational:**

The translational contribution to the total kinetic energy

$$T_n = \frac{1}{2} \int_{V_n} \dot{p}_{C_n}^T \dot{p}_{C_n} \rho \, dV$$

is due to the translation of the center of mass of the link. Since the location of the link center of mass does not depend on position within the body it can be pulled outside the integral to yield

$$T_n = \dot{p}_{C_n}^T \dot{p}_{C_n} \int_{V_n} \rho \, dV = \frac{1}{2} m_n \dot{p}_{C_n}^T \dot{p}_{C_n}$$

If the body were only translating, this would be its total kinetic energy.
Rotational:

The kinetic energy contribution due to the rotation of the rigid body is

\[ T_n = \frac{1}{2} \int_{V_n} r_i^T S(\omega_n)^T S(\omega_n) r_i \rho dV \]

This contribution is due to the motion of the particle relative to the translation of the center of mass (in a frame fixed to the COM the relative position of the particle would not remain constant due to the body’s rotation).

Exploiting the fact that

\[ S(\omega_n) r_i = \omega_n \times r_i = -r_i \times \omega_n = -S(r_i) \omega_n \]

and the fact that the angular velocity can be pulled outside the integral, the rotational kinetic energy can be expressed as

\[ T_n = \frac{1}{2} \omega_n^T \left( \int_{V_n} S(r_i)^T S(r_i) \rho dV \right) \omega_n \]

\[ = \frac{1}{2} \omega_n^T \bar{I}_n \omega_n \]

The quantity inside the parentheses is defined to be the inertia tensor relative the center of mass of the link. That is,

\[ \bar{I}_n = \int_{V_n} S(r_i)^T S(r_i) \rho dV \]

\[ = \begin{pmatrix}
\int (r_{iy}^2 + r_{iz}^2) dV & -\int r_{ix} r_{iy} dV & -\int r_{ix} r_{iz} dV \\
-\int r_{iy} r_{ix} dV & \int (r_{ix}^2 + r_{iz}^2) dV & -\int r_{iy} r_{iz} dV \\
-\int r_{iz} r_{ix} dV & -\int r_{iz} r_{iy} dV & \int (r_{ix}^2 + r_{iy}^2) dV
\end{pmatrix} \]

\[ = \begin{pmatrix}
I_{xx} & -I_{xy} & -I_{xz} \\
* & I_{yy} & -I_{yz} \\
* & * & I_{zz}
\end{pmatrix} \]

where elements have been omitted for notational simplicity since the inertia matrix is symmetric (also positive-definite).

**Body-Frame Inertia Matrix:**

One complication with this quantity is that it is configuration-dependent since the vector \( r_i \) of the position of the ith particle relative the center of mass of the link is a function of the link orientation. We therefore seek to write \( \bar{I}_n \) as a function of a constant body-frame inertia matrix \( \bar{I}^n \) and the link orientation \( R_n \) (which is defined w/r/t the base frame).

The angular velocity of the link with respect to the base as expressed in the base frame is \( \omega_{0,n} = \omega_n \). This angular velocity can instead be expressed in the link frame as
\[ \omega_n = R^n_i \omega_n \]

We can thus write

\[ S(\omega_n) r_i = \omega_n \times r_i = R \omega_n^i \times R r_i^n = R(-r_i^n \times \omega_n^n) = -R S(r_i^n) \omega_n^n \]

where \( r_i^n \) denotes the position of the particle relative to the link center of mass in the body frame. Since the body is rigid, this vector is constant!

The expression for the link kinetic energy can then be written as

\[
T_n = \frac{1}{2} \int_{V_n} \omega_n^{T} S(r_i^n)^T R^n T RS(r_i^n) \omega_n^n \rho dV \\
= \frac{1}{2} \omega_n^{T} \left( \int_{V_n} S(r_i^n)^T S(r_i^n) \rho dV \right) \omega_n^n \\
= \frac{1}{2} \omega_n^{T} I_n^n \omega_n^n \\
= \frac{1}{2} \omega_n^{T} R_n R_n^T I_n^n \omega_n^n
\]

We thus have the relation

\[ \bar{I}_n = R_n I_n^n R_n^T \]

where the body-frame inertia matrix is defined as

\[ \bar{I}_n = \int_{V_n} S(r_i^n)^T S(r_i^n) \rho dV \]

Since \( r_i^n \) is a constant vector, the resulting matrix is constant. Note also that for planar problems (such as the two-link planar arm, for example) the angular velocity vector is orthogonal to the plane and thus the inertia matrices are the same (and constant).

**Mutual:**

The final contribution to the total kinetic energy of the link comes from a so-called mutual term which involves both translation of the COM and rotation relative to the COM. It is

\[
T_n = \frac{1}{2} \int_{V_n} \left( \dot{p}_{C_n}^T S(\omega_n) r_i + (S(\omega_n) r_i)^T \dot{p}_{C_n} \right) \rho dV = \frac{1}{2} \int_{V_n} \dot{p}_{C_n}^T S(\omega_n) r_i \rho dV
\]

Note that the velocity of the center of mass and the angular velocity of the link can be pulled out of the integral to yield
\[ T_n = \dot{p}_{Cn}^T S(\omega_n) \int_{V_n} r_i \rho dV \]
\[ = \dot{p}_{Cn}^T S(\omega_n) \int_{V_n} r_i \rho dV \]
\[ = \dot{p}_{Cn}^T S(\omega_n) \int_{V_n} (p_i - p_{Cn}) \rho dV \]
\[ = 0 \]

since
\[ \int_{V_n} p_i \rho dV - \int_{V_n} p_{Cn} \rho dV = m_n \left( \frac{1}{m_n} \int_{V_n} p_i \rho dV \right) - p_{Cn} \int_{V_n} \rho dV \]
\[ = m_n p_{Cn} - m_n p_{Cn} \]
\[ = 0 \]

Thus, by choosing the center of mass as the reference point with respect to which the velocities of the individual particles are defined, the contribution of this mutual term to the total kinetic energy disappears!

The total kinetic energy of the link is thus
\[ T_n = \frac{1}{2} m_n \dot{p}_{Cn}^T \dot{p}_{Cn} + \frac{1}{2} \omega_n^T R_i \dot{I}_n R_i^T \omega_n \]

In order to derive the equations governing the dynamics of the manipulator, we must express the above kinetic energy in terms of the generalized coordinates (joint variables) in order to take the required partial derivatives for Lagrange’s formulation.

Using the geometry of the manipulator we can compute the matrix \( J^{(l_n)}(q) \) which is the configuration-dependent Jacobian relating the velocity of the center of mass of the \( n^{th} \) link to the joint variables. Recall that the Jacobian has the structure
\[ J^{(l_n)} = \begin{pmatrix} J_P^{(l_n)} \\ J_O^{(l_n)} \end{pmatrix} \]

where
\[ \dot{p}_{Cn} = J^{(l_n)}_{P_n} \dot{q}_1 + J^{(l_n)}_{P_n} \dot{q}_2 + \cdots + J^{(l_n)}_{P_n} \dot{q}_n \]
\[ \omega_n = J^{(l_n)}_{O_1} \dot{q}_1 + J^{(l_n)}_{O_2} \dot{q}_2 + \cdots + J^{(l_n)}_{O_n} \dot{q}_n \]
7.7.2 Parallel Axis Theorem (Steiner’s Theorem)

Consider a rigid body \( B \) whose inertia tensor (matrix) about its center of mass \( p_C \) is known; this is given to be

\[
\bar{I} = \ldots
\]

Consider a rigid body \( B \) which is composed of \( N \) particles \( P_i \) each of mass \( m_i \); let a Frame 1 be fixed to the body and a Frame 0 be fixed in the world. Let \( r_i \) denote the position of the particle in the world frame. Newton’s second law applied to any such particle in the body yields

\[
F_i + \sum_{j=1}^{N} F_{ij} = m_i a_i
\]

where \( F_i \) is the force applied to the particle and \( F_{ij} \) is the internal force which particle \( P_j \) exerts on the particle \( P_i \).

In order to simplify the analysis of the motion of the body, we can instead consider the resultant force and resultant torque which produce the same overall translational and rotational motion of the body as the system of particles. These are given by

\[
F = \sum_{i=1}^{N} F_i \\
T = \sum_{i=1}^{N} (r_i - r) \times F_i
\]

with respect to a reference point \( R \) where the Frame 1 is fixed. Note here that the resultant force \( F \) is the sum of all forces acting on the particles - internal and external. Since each of these internal forces has \( F_{ij} = -F_{ji} \) by Newton’s third law, they vanish from the above expression and the resultant is thus the sum of the external forces only.

We are free to choose any point \( R \) with respect to which the resultant torque is defined; however, consideration of these equations will lead to a natural choice of reference.

Newton’s second law for a particle yields

\[
F_i = m_i a_i - \sum_{j=1}^{N} F_{ij}
\]

and thus the resultant force acting on the body is

\[
F = \sum_{i=1}^{N} \left( m_i a_i - \sum_{i=1}^{N} F_{ij} \right)
\]

Again, since internal forces cancel, we have
\[ F = \sum_{i=1}^{N} m_i a_i \]

The expression for the acceleration \( a_i \) of a point \( P_i \) as expressed in the world-fixed Frame 0 is, from kinematics,

\[ a_i = \ddot{r} + \alpha \times (r_i - r) + \omega \times (\omega \times (r_i - r)) \]

where \( \ddot{r} \) denotes the linear acceleration of the origin of the body-fixed reference frame (point R), \( \omega \) denotes the angular velocity of the body-fixed frame and \( \alpha \) denotes the angular acceleration of the body-fixed frame - all with respect to the world frame.

The resultant force is then

\[ F = \sum_i m_i a_i = \sum_i m_i \left[ \ddot{r} + \alpha \times (r_i - r) + \omega \times (\omega \times (r_i - r)) \right] \]

\[ = \ddot{r} \sum_i m_i + \alpha \times \sum_i m_i (r_i - r) + \omega \times (\omega \times \sum_i m_i (r_i - r)) \]

where the sum has been moved in all three terms since \( \ddot{r}, \omega \) and \( \alpha \) are describe the motion of the body as a whole and not of individual particles. Clearly, by choosing \( R \) such that

\[ \sum_i m_i (r_i - r) = 0 \]

the second and third terms will vanish and we can thus reduce the above expression to

\[ F = \ddot{r} \sum_i m_i = M \ddot{r} \]

where \( M = \sum_i m_i \) is the total mass of the body. This choice of \( R \) yields

\[ r = \frac{1}{M} \sum_i m_i r_i \]

which is known as the center of mass. Using this expression, the resultant torque becomes
\[ T = \sum_i [(r_i - r) \times (m_ia_i)] \]
\[ = \sum_i m_i(r_i - r) \times (\ddot{r} + \alpha \times (r_i - r) + \omega \times (\omega \times (r_i - r))) \]
\[ = \left[ \sum_i m_i(r_i - r) \times \ddot{r} \right] + \left[ \sum_i m_i(r_i - r) \times (\alpha \times (r_i - r)) \right] + \left[ \sum_i m_i(r_i - r) \times (\omega \times (\omega \times (r_i - r))) \right] \]

Swapping around cross products (noting that the cross product does NOT associate) yields

\[ T = [I_R]\alpha + \omega \times [I_R]\omega \]

where the inertia matrix of the body relative to the reference \( R \) (here the center of mass) is

\[ [I_R] = -\sum_{i=1}^{N} m_i[r_i - r][r_i - r] \]

where brackets here indicate a skew-symmetric matrix.

### 7.8 Robot Control

#### 7.8.1 Feedback Linearization (Inverse Dynamics Control):

Consider the following second-order, nonlinear system governing the dynamics of a manipulator.

\[ B(q)\ddot{q} + C(q, \dot{q}) + g(q) = \tau \]

We can rewrite the above system as

\[ B(q)\ddot{q} + n(q, \dot{q}) = \tau \]

where \( n(q, \dot{q}) = C(q, \dot{q})\dot{q} + g(q) \) for convenience. We wish to choose an input \( \tau \) such that the system becomes linearized. Assuming we know the model exactly, we can accomplish this by cancellation of the nonlinear dynamics. Choosing

\[ \tau = B(q)y + n(q, \dot{q}) \]

results in the second-order system

\[ \ddot{q} = y \]
where \( y \) is the input to this linear, \textit{decoupled} system. The above choice of \( \tau \) is denoted \textit{inverse dynamics control} since it requires the computation of the manipulator’s inverse dynamics (the mapping from joint variables to torques).

Now, assume we wish for the manipulator to follow a desired trajectory specified by \([\ddot{q}_d, \dot{q}_d, q_d]\). The simple choice of \( y = \ddot{q}_d \) would lead to the system

\[
\ddot{q} = \ddot{q}_d
\]

Since the actual trajectory and desired trajectory are related directly via (double) integration, the manipulator would \textit{precisely} track the desired trajectory if and only if the initial position and velocity match those of the desired trajectory. This can be seen by defining the tracking error \( e = q - q_d \) and rewriting the above system as

\[
\ddot{q} - \ddot{q}_d = \ddot{c} = 0
\]

Even though the second derivative of the error is zero, the tracking error may still be constant (due to mismatched initial positions) or growing linearly (due to mismatched initial velocities)!

What choice of input \( y \), then, guarantees convergence of the tracking error to zero?

It’s clear that choosing

\[
y = \ddot{q}_d - K_d(\dot{q} - \dot{q}_d) - K_p(q - q_d)
\]

leads to the system

\[
(\ddot{q} - \ddot{q}_d) + K_d(\dot{q} - \dot{q}_d) + K_p(q - q_d) = 0
\]

or in terms of the tracking error,

\[
\ddot{c} + K_d\dot{c} + K_p c = 0
\]

If the initial position and velocity match those of the desired trajectory, then the system will follow this trajectory with no error. If they do not match, though, the error will decay to zero according to the gain matrices \( K_d \) and \( K_p \) which are chosen to ensure stable error dynamics. Thus, for the original system, the input choice

\[
\tau = B(q)y + n(q, \dot{q})
\]

\[
y = \ddot{q}_d - K_d(\dot{q} - \dot{q}_d) - K_p(q - q_d)
\]

ensures accurate tracking. The first equation has the effect of linearizing the system and decoupling the input/output relationship of the joint variables. The second equation ensures stability of the system and of the tracking error dynamics. The issues with inverse dynamics control is that 1) the dynamic model may not be accurately known and 2) computation of the inverse dynamics online (in a control loop running at 1kHz, for example) is demanding and may require approximations to “lighten the load.”
7.8.2 Robust Control

In order for inverse dynamics control to work well in practice, it must be made robust to model and/or approximation errors involved in computing the inverse dynamics of the manipulator.

THIS WAS INTENSE. COME BACK LATER.

7.9 D’Alembert’s Principle of Virtual Work

The virtual work of the $N$ particle system is computed as the sum of the dot product of each force with the virtual displacement of its point of application

$$\delta W = \sum_{i=1}^{N} F_i \cdot \delta r_i$$

WHY THE SUM?? WHAT HAPPENED TO INTEGRATION??

If the trajectory of the rigid body is defined by the $M$ generalized coordinates $q_j$ then

$$\delta r_i = \sum_{j=1}^{M} \frac{\partial r_i}{\partial q_j} \delta q_j = \sum_{j=1}^{M} \frac{\partial v_i}{\partial q_j} \delta q_j$$

where, as before, we have from kinematics that

$$v_i = v + \omega \times (r_i - 1)$$

The virtual work of the system is then

$$\delta W = F_1 \cdot \sum_{j=1}^{M} \frac{\partial v_1}{\partial q_j} \delta q_j + \cdots + F_N \cdot \sum_{j=1}^{M} \frac{\partial v_N}{\partial q_j} \delta q_j$$

or, when written in terms of coefficients of $\delta q_j$,

$$\delta W = \left( \sum_{i=1}^{N} F_1 \cdot \frac{\partial v_i}{\partial q_1} \right) \delta q_1 + \cdots + \left( \sum_{i=1}^{N} F_N \cdot \frac{\partial v_i}{\partial q_N} \right) \delta q_N$$

Consider the trajectory of a rigid body which is specified by a single generalized coordinate $q$. The virtual work is then
\[ \delta W = \left( \sum_{i=1}^{N} F_i \cdot \frac{\partial v_i}{\partial q} \right) \delta q \]

\[ \delta W = \left( \sum_{i=1}^{N} \left[ F_i \cdot \frac{\partial (v + \omega \times (r_i - r))}{\partial q} \right] \right) \delta q \]

\[ \delta W = \left( \sum_{i=1}^{N} \left[ F_i \cdot \frac{\partial v}{\partial q} + (r_i - r) \times F_i \cdot \frac{\partial \omega}{\partial q} \right] \right) \delta q \]

Using the definitions of the resultant force and torque this reduces to

\[ \delta W = Q \delta q \]

where

\[ Q = \left( F \cdot \frac{\partial v}{\partial q} + T \cdot \frac{\partial \omega}{\partial q} \right) \]

is the generalized force associated with the virtual displacement. If an applied force is conservative (work is path-independent) then the corresponding generalized force can be described from the potential function \( V(q) \) (potential energy) to be

\[ Q = -\frac{\partial V}{\partial q} \]

since a conservative force is equal to the negative of the gradient of its corresponding potential function. If the trajectory is defined by more than one generalized coordinate we have

\[ \delta W = \sum_{i=1}^{M} Q_j \delta q_j \]

where

\[ Q_j = F \cdot \frac{\partial v}{\partial q_j} + T \cdot \frac{\partial \omega}{\partial q_j} \]

For a mechanical system of \( B \) rigid bodies - assuming for the present that the dynamics of each rigid body are described by only one generalized coordinate \( q \) - the total virtual work is

\[ \delta W = \sum_{i=1}^{B} F_i \cdot \frac{\partial v_i}{\partial q} + T_i \cdot \frac{\partial \omega_i}{\partial q} = Q \delta q \]
where \( Q \) is the generalized force acting on the system. If instead the system is defined by \( M \) generalized coordinates (the system has \( M \) degrees of freedom) then the virtual work is given by

\[
\delta W = \sum_{j=1}^{M} Q_j \delta q_j
\]

where

\[
Q_j = \sum_{i=1}^{B} \left( F_i \cdot \frac{\partial v_i}{\partial q_j} + T_i \cdot \frac{\partial \omega_i}{\partial q_j} \right)
\]

is the generalized force associated with the \( j^{\text{th}} \) generalized coordinate \( q_j \).

The principle of virtual work states that static equilibrium occurs when these generalized forces acting on the system are zero, i.e.

\[
Q_j = 0, \quad j = 1, \ldots, M
\]

However, one can extend this principle to apply to a system of rigid bodies in motion by considering the generalized inertia forces acting on the system at dynamic equilibrium.

Consider a single rigid body translating under the influence of a resultant force \( F \) and rotating under the influence of a resultant torque \( T \). Again, assume that this body has dynamics described by a single generalized coordinate \( q \). The generalized inertia force associated with this coordinate is then

\[
\hat{Q} = -(Ma) \cdot \frac{\partial v}{\partial q} - ([I_R] \alpha + \omega \times [I_R] \omega) \cdot \frac{\partial \omega}{\partial q}
\]

where the expressions for \( F \) and \( T \) have been used and the negative sign comes from “moving the inertia terms over to the other side”. The kinetic energy of a rigid body is

\[
T = \frac{1}{2} M v \cdot v + \frac{1}{2} \omega \cdot [I_R] \omega
\]

and thus the generalized inertia force can be computed from the kinetic energy as

\[
\hat{Q} = - \left( \frac{d}{dt} \frac{\partial T}{\partial \dot{q}} - \frac{\partial T}{\partial q} \right)
\]

In the case of a system of \( B \) rigid bodies with \( M \) generalized coordinates the kinetic energy is

\[
T = \sum_{i=1}^{B} \left[ \frac{1}{2} M v_i \cdot v_i + \frac{1}{2} \omega_i \cdot [I_R] \omega_i \right]
\]

and the \( M \) generalized inertia forces can be computed as
\[ \dot{Q}_j = -\left( \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_j} - \frac{\partial T}{\partial q_j} \right) \]

This system of rigid bodies is said to be in dynamic equilibrium when the virtual work of the sum of the generalized applied forces \( Q \) and the generalized inertia forces \( \dot{Q} \) is zero for any virtual displacement \( \delta q \). Thus, for a system of \( B \) bodies described by \( M \) generalized coordinates

\[ \delta W = \sum_{j=1}^{M} (Q_j + \dot{Q}_j) = 0 \]

yields the conditions for dynamic equilibrium

\[ Q_j + \dot{Q}_j = 0, \quad j = 1, \ldots, M \]

Using the definition of the generalized inertia forces given above, this can be written as

\[ \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_j} - \frac{\partial T}{\partial q_j} = Q_j, \quad j = 1, \ldots, M \]

This is thus a set of \( M \) equations which describe the dynamics of the rigid body system. If the applied generalized forces are derivable from potential functions then the above becomes

\[ \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_j} - \frac{\partial T}{\partial q_j} = \frac{\partial V}{\partial q_j}, \quad j = 1, \ldots, M \]

If we define the Lagrangian to be

\[ L = T - V \]

Then the above equations can be written

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{q}_j} - \frac{\partial L}{\partial q_j} = 0, \quad j = 1, \ldots, M \]

These are known as Lagrange’s Equations of Motion. Non-conservative generalized forces applied to the system can be included using the form

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{q}_j} - \frac{\partial L}{\partial q_j} = Q_j, \quad j = 1, \ldots, M \]

where from before

\[ Q_j = F \cdot \frac{\partial v}{\partial q_j} + T \cdot \frac{\partial \omega}{\partial q_j} \]

is the general expression for an applied generalized force.
Chapter 8

Signals and Filtering

8.1 Probability

The relative frequency definition of probability says that the probability of an event $A$ is

$$p(A) = \frac{\text{Number of times } A \text{ occurs}}{\text{Total number of outcomes}}$$

The total number of ways to select $k$ objects from $n$ objects (assuming order doesn’t matter) is $n$-choose-$k$ or

$$\binom{n}{k} = \frac{n!}{(n-k)!k!}$$

The conditional probability of event $A$ given event $B$, that is, the probability that event $A$ occurs given that event $B$ has occurred, is

$$P(A|B) = \frac{P(A,B)}{P(B)}$$

where $P(A,B)$ is the joint probability of $A$ and $B$, that is the probability that both events $A$ and $B$ occur. Since

$$P(A,B) = P(A|B)P(B)$$

this implies that the probability of $A$ occurring has some dependence on whether or not $B$ has occurred. If the occurrence of $B$ has no effect on the occurrence of $A$ then

$$P(A,B) = P(A)P(B)$$

because $P(A)$ no longer depends on $B$, is the two events are independent. Since we can also write $P(A,B) = P(B|A)P(A)$ we can write
\[ P(A|B) = \frac{P(B|A)P(A)}{P(B)} \]

which is Bayes’ Rule.

A random variable is defined to be a functional mapping between a set of experimental outcomes (the domain) to a set of real numbers (the range).

For example, a random variable \( X \) is defined to be the RV which represents the roll of a die. The probability that \( X \) is 4 is a realization of the RV. The RV exists independently of any of its realizations and must not be confused with them.

The most fundamental property of an RV \( X \) is its probability distribution function (PDF)

\[ F_X(x) = P(X \leq x) \]

where \( x \) is a nonrandom independent variable or constant. The PDF has the following properties:

\[ F_X(x) \in [0, 1] \]
\[ F_X(-\infty) = 0 \]
\[ F_X(\infty) = 1 \]
\[ F_X(a) \leq F_X(b) \text{ if } a \leq b \]
\[ P(a < X < b) = F_X(b) - F_X(a) \]

The probability density function (pdf) of \( X \) is defined to be

\[ f_X(x) = \frac{dF_X(x)}{dx} \]

That is, the pdf is the derivative of the PDF with respect to \( x \). It has the following properties:

\[ F_X(x) \int_{-\infty}^{x} f_X(z)dz \]
\[ f_X(x) \geq 0 \]
\[ \int_{-\infty}^{\infty} f_X(x)dx = 1 \]
\[ P(a < X < b) = \int_{a}^{b} f_X(x)dx \]

The pdf is thus the density of the probability of \( X \) with respect to \( x \); summing (integrating) this function adds up the probabilities associated with \( x \). Note that when the RV \( X \) represents an experiment with discrete outcomes then the integrals become sums and the pdf is often called the probability mass function (pmf).
The *Q-function* of an RV is defined to be one minus the PDF, ie

\[ Q(x) = 1 - F_X(x) = P(X > x) \]

In other words, \( Q(x) \) is the probability that \( x \) does not occur (since the sum or integral of the PDF must be unity).

The conditional distribution and density of \( X \) given that an event \( A \) occurred are given by

\[
F_X(x|A) = P(X \leq x|A) = \frac{P(X \leq x, A)}{P(A)}
\]

\[
f_X(x|A) = \frac{dF_X(x|A)}{dx}
\]

In addition, Bayes’ Rule generalizes to these conditional densities.

Now, consider the random variables \( X_1 \) and \( X_2 \); the conditional pdf of the RV \( X_1 \) given that RV \( X_2 \) is equal to the realization \( x_2 \) is defined as

\[
f_{X_1|X_2}(x_1|x_2) = P[(X_1 \leq x_1)|(X_2 = x_2)]
= \frac{f_{X_1,X_2}(x_1,x_2)}{f_{X_2}(x_2)}
\]

Also consider the following product of two conditional pdf’s; the result can be extended to any number of RVs.

\[
f[(x_1,(x_2,x_3,x_4))|f[(x_2,x_3)|x_4] = \frac{f(x_1,x_2,x_3,x_4)}{f(x_2,x_3,x_4)} \frac{f(x_2,x_3)}{f(x_4)}
= \frac{f(x_1,x_2,x_3,x_4)}{f(x_4)}
= f[(x_1,x_2,x_3)|x_4]
\]

The expected value of a RV \( X \) is defined to be its average value over a large number of experiments - this is called the *expectation* of the RV. Consider a function \( g(X) \) of the RV \( X \); this function is also a random variable. The expected value of of the function is then

\[
E[g(X)] = \int_{-\infty}^{\infty} g(x)f_X(x)dx
\]

where \( f_X(x) \) is the pdf of \( X \). If the function is \( g(X) = X \) then the expected value of \( X \) is

\[
\bar{x} = E[X] = \int_{-\infty}^{\infty} xf_X(x)dx
\]
This is essentially the sum (integral) of all possible outcomes of the experiment (realizations of the RV \( X \)) weighted by their probability densities; the expectation is a weighted average.

The **variance** of an RV is a measure of how much we expect the RV to vary from its expected value; it is defined as

\[
\sigma_X^2 = E[(X - \bar{x})^2] = \int_{-\infty}^{\infty} (x - \bar{x})^2 f_X(x) \, dx
\]

The square root of the variance is the **standard deviation** of the RV. Note that the variance can also be written as

\[
\sigma^2 = E[X^2 - 2X\bar{x} + \bar{x}^2]
= E[X^2] - 2\bar{x}E[X] + \bar{x}^2
= E[X^2] - 2\bar{x}^2 + \bar{x}^2
= E[X^2] - \bar{x}^2
\]

where it has been used that the expected value \( \bar{x} \) can be pulled outside expectations since it itself is an expected value (it is known with certainty).

In general, the \( i^{th} \) **moment** and **central moment** of \( X \) are defined to be

\[
i^{th \text{ moment of } X} = E[X^i]
\]
\[
i^{th \text{ central moment of } X} = E[(X - \bar{x})^i]
\]

An RV is called **uniform** if its pdf is a constant value between the limits \( a \) and \( b \); within these limits the RV has an equally likely probability of attaining any value between \( a \) and \( b \) but a zero probability of obtaining a value outside these limits. Thus,

\[
f_X(x) = \begin{cases} 
\frac{1}{b-a} & x \in [a,b] \\
0 & \text{otherwise}
\end{cases}
\]

An RV is called **Gaussian (normal)** if its pdf is given by

\[
f_X(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(x - \bar{x})^2}{2\sigma^2} \right]
\]

where \( \bar{x} \) and \( \sigma \) are the mean and standard deviation of the RV, respectively. This is known as a Gaussian (normal) RV and is denoted by

\[
X \sim N(\bar{x}, \sigma^2)
\]
8.2 Stochastic Processes

A signal or process is said to be stationary or strictly stationary if its joint probability distribution does not change when the signal is shifted in time. Thus, the mean and variance of the process do not change over time. White noise, for example, is strict-sense stationary since its mean is always zero and its autocorrelation is zero for all time lags other than zero where it is $\sigma^2$.

A slightly weaker form of stationarity is wide-sense stationarity. In this case, the mean of the process is constant in time but the autocorrelation is a function only of the time lag.

The autocorrelation of a discrete-time signal is given by

$$R_{xx}[k] = E(x[n]x[n-k])$$

where it is assumed that the signal is WSS. It follows from the above definitions that the autocorrelation of a white noise process is

$$R_{xx}[k] = \sigma^2 \delta[k]$$

The Power Spectral Density (PSD) function is defined as the Fourier transform of the autocorrelation function; in the discrete domain, this is

$$S_{xx}(\omega) = \sum_{k=-\infty}^{\infty} R_{xx}[k]e^{-j\omega k}$$

This function gives the power (squared signal amplitude) per unit frequency. It follows that the integral of the PSD is the expected power if the signal. For white noise, we have

$$S_{xx}(\omega) = \sum_{k=-\infty}^{\infty} \sigma^2 \delta[k]e^{-j\omega k} = \sigma^2$$

ie its PSD is constant (flat across all frequencies). It follows that white noise contains, in theory, infinite power. In real systems, noise is not white at all frequencies and thus its power is finite.

8.3 Signals

$$M_{dB} = -10\log_{10}\left(\frac{P_{out}}{P_{in}}\right) = -20\log_{10}\left(\frac{V_{out}}{V_{in}}\right)$$

The cutoff frequency of a filter is defined to be the frequency at which the input signal is attenuated to half power, ie $P_{out} = 0.5P_{in}$. The gain at this point is then

$$M_{dB} = -10\log_{10}\left(\frac{1}{2}\right) \approx -3dB$$
The cutoff frequency is therefore known as the 3dB-down point (also the corner or break frequency).

The bandwidth of a filter is usually defined to be the difference between the upper and lower cutoff frequencies for a bandpass filter or the cutoff frequency itself for a low-pass filter.

### 8.3.1 Moving Average Filter

The output of an M-tap FIR moving average filter is simply the average of the current sample and the previous $M - 1$ samples

$$y[n] = \frac{1}{M} \sum_{k=0}^{M-1} x[n - k]$$

The transfer function of this filter is described by the Fourier transform of the rectangular pulse, i.e.

$$H(f) = \frac{\sin(M\pi f)}{M \sin(\pi f)}$$

where here $f$ is the digital frequency of the signal defined to be

$$f_{\text{dig}} = \frac{f}{f_s}$$

### 8.3.2 Aliasing

Since digital frequency is periodic, a sampled signal shows up or aliases in the frequency domain (spectrum) at integer multiples of the sampling frequency. If the bandlimit of the signal is $B$ then the Nyquist-Shannon sampling theorem says that one should choose the sampling rate to be

$$f_s > 2f$$

in order to prevent aliasing. This is often called the Nyquist frequency.

If the sampling rate is fixed then the signal is often low-pass filtered to eliminate any frequency components above the Nyquist frequency prior to A/D conversion.

### 8.4 Recursive Parameter Estimation

The sample mean $\bar{x}$ and sample covariance $P_k$ of a Gaussian random vector $x$ at time $k$ are defined to be
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\[ x_k = \frac{1}{k} \sum_{i=1}^{k} x_i \]

\[ P_k = \frac{1}{k} \sum_{i=1}^{k} (x_i - \bar{x}_i)(x_i - \bar{x}_i)^T \]

respectively. If these parameters are to be computed at each time, then it is useful to formulate their computations recursively in order to minimize computations.

To this end, we write the mean at time \( k \) in terms of the mean at time \( k - 1 \) by factoring out the leading term from the sum as follows.

\[
\bar{x}_k = \frac{1}{k} \sum_{i=1}^{k} x_i \\
= \frac{1}{k} x_k + \frac{k-1}{k} \left[ \frac{1}{k-1} \sum_{i=1}^{k-1} x_i \right] \\
= \frac{1}{k} x_k + \frac{k-1}{k} \bar{x}_{k-1}
\]

The same can be done for the covariance, as shown below.

\[
P_k = \frac{1}{k} \sum_{i=1}^{k} (x_i - \bar{x}_i)(x_i - \bar{x}_i)^T \\
= \frac{1}{k} (x_k - \bar{x}_k)(x_k - \bar{x}_k)^T + \frac{k-1}{k} \left[ \frac{1}{k-1} \sum_{i=1}^{k-1} (x_i - \bar{x}_i)(x_i - \bar{x}_i)^T \right] \\
= \frac{1}{k} (x_k - \bar{x}_k)(x_k - \bar{x}_k)^T + \frac{k-1}{k} P_{k-1}
\]

In this way, the sample mean and covariance can be updated online as new samples come in.

8.5 Kalman Filtering

Consider the time-invariant state-space system

\[ \dot{x} = Ax + Bu + Lw \]

where \( w \) is the process noise vector having zero mean and the continuous process noise covariance matrix \( Q_c \).
Since the matrices \( A, B \) and \( L \) do not depend on time, the solution to this system can be written as

\[
x(t_k) = e^{A(t_k-t_{k-1})}x(t_{k-1}) + \int_{t_{k-1}}^{t_k} e^{A(t_k-\tau)} [Bu(\tau) + Lw(\tau)] \, d\tau
\]

where \( \Phi(t_{k-1}, t_k) = e^{A(t_k-t_{k-1})} \) is the state-transition matrix governing the system’s unforced response between these times. Defining a timestep \( \Delta t = t_{k} - t_{k-1} \) and assuming a zero-order hold such that the input and noise vectors (since the matrices are time-invariant) do not change over this timestep, we can write the solution as

\[
x_k = F_{k-1}x_{k-1} + G_{k-1}u_{k-1} + L_{k-1}w_{k-1}
\]

where

\[
F_k = e^{A\Delta t} \\
G_k = \int_{t_{k-1}}^{t_{k+1}} e^{A(t_{k+1}-\tau)} d\tau B \\
L_k = \int_{t_{k-1}}^{t_{k+1}} e^{A(t_{k+1}-\tau)} d\tau L
\]

The expected value of the state vector at time \( k \) is then

\[
\bar{x} = E[x_k] = F_{k-1}\bar{x}_{k-1} + G_{k-1}u_{k-1}
\]

since the control input is assumed to be known and since \( E[w_k] = 0 \) for all \( k \).

Defining the estimation error at time \( k \) to be \( e_k = x_k - \bar{x}_k \), we find that the covariance of the estimation error at time \( k \) as a function of the covariance at time \( k - 1 \) is

\[
P_k = E[e_k e_k^T] \\
= E[(x_k - \bar{x}_k)(x_k - \bar{x}_k)^T] \\
= F_{k-1}P_{k-1}F_{k-1}^T + Q_{k-1}
\]

where

\[
Q_{k-1} = \int_{t_{k-1}}^{t_k} e^{A(t_{k-\tau})} LQcL^T e^{A(t_{k-\tau})^T} d\tau
\]

is the discrete process noise covariance matrix.

A standard discrete-time Kalman Filter implementation maintains its estimate of the state vector as the expected value of the state. This is done by 1) propagating the
expected value of the state using the linear dynamics (prediction step) and 2) updating the expected value of the state using a measurement related to the state (update step).

The expected value of $x$ will henceforth be denoted by $\hat{x}$; note that $\hat{x}_k^-$ denotes the EKF estimate of $x$ at time $k$ prior to the update step (a priori estimate) while $\hat{x}_k^+$ denotes the estimate after the update step (a posteriori estimate).

Thus,

**Predict:**

\[
\hat{x}_k^- = F_k \hat{x}_{k-1}^- + G_{k-1} u_{k-1} \\
P_k^- = F_k P_{k-1}^+ F_k^T + Q_k
\]

**Update:**

\[
y_k = z_k - H_k \hat{x}_k^- \\
S_k = H_k P_{k-1}^- H_k^T + R_k \\
K_k = P_k^- H_k^T S_k^{-1} \\
\hat{x}_k^+ = \hat{x}_k^- + K_k y_k \\
P_k^+ = (I - K_k H_k) P_k^-
\]

### 8.5.1 Discrete Extended Kalman Filter

The Kalman Filter as described above can only be implemented for linear systems. However, a simple way to get around this limitation is to linearize a nonlinear system around the Kalman estimate at each timestep and then use the same equations to perform the update.

Consider the discrete-time nonlinear system

\[
x_k = f(x_{k-1}, u_{k-1}) + w_k \\
z_k = h(x_k) + v_k
\]

where $f()$ and $h()$ are nonlinear functions of the model parameters. The EKF steps are as follows.

**Predict:**

\[
\hat{x}_k^- = f(\hat{x}_{k-1}^+, u_{k-1}) \\
P_k^- = F_k P_{k-1}^+ F_k^T + Q_k
\]
Linearize:

\[
F_k = \frac{\partial f}{\partial x} |_{\hat{x}_k, u_k}
\]
\[
G_k = \frac{\partial f}{\partial u} |_{\hat{x}_k, u_k}
\]
\[
H_k = \frac{\partial h}{\partial x} |_{\hat{z}_k}
\]

Update:

\[
y_k = z_k - H_k \hat{x}_k
\]
\[
S_k = H_k P_k H_k^T + R_k
\]
\[
K_k = P_k H_k^T S_k^{-1}
\]
\[
\hat{x}_k^+ = \hat{x}_k + K_k y_k
\]
\[
P_k^+ = (I - K_k H_k) P_k^-
\]

In our problem we have the continuous-time, nonlinear system defined by

\[
\dot{v} = v
\]
\[
\dot{v} = a = C^T (\tilde{f} - b_f - w_f) + g
\]
\[
\dot{q} = \frac{1}{2} \Omega(\omega) q = \frac{1}{2} \Omega(\dot{\omega} - b_\omega - w_\omega) q
\]
\[
\dot{p}_i = C^T w_{p,i} \quad \forall i \in \{1, \ldots, N\}
\]
\[
\dot{b}_f = w_{bf}
\]
\[
\dot{b}_\omega = w_{b\omega}
\]

In order to apply the Extended Kalman Filter, we essentially have four steps: 1) Discretize 2) Predict 3) Linearize 4) Update.

**Discretize/Predict:**
Discretization of the above continuous dynamics must only be done once; the resulting discretized, nonlinear equations are
\[ \hat{r}_{k+1} = \hat{r}_k + \Delta t \hat{v}_k + \frac{\Delta t^2}{2} (\hat{C}_k^T \hat{f}_k + g) \]
\[ \hat{v}_{k+1} = \hat{v}_k + \Delta t (\hat{C}_k^T \hat{f}_k + g) \]
\[ \hat{q}_{k+1} = \zeta (\Delta t \hat{\omega}_k) \otimes \hat{q}_k \]
\[ \hat{p}_{i,k+1} = \hat{p}_{i,k} \quad \forall i \in \{1, \ldots, N\} \]
\[ \hat{b}_{f,k+1} = \hat{b}_{f,k} \]
\[ \hat{b}_{\omega,k+1} = \hat{b}_{\omega,k} \]

These equations are used for the prediction at every timestep.

**Linearize/Update**

For the purpose of propagating the error covariance matrix and computing the Kalman gain, however, we must obtain a third set of equations by first linearizing the original (continuous) system around the predicted state and then discretizing the resulting matrices.

Linearization leads to the following set of linear ODEs which describe the *error dynamics* of the system.

\[
\begin{align*}
\dot{\delta r} &= v \\
\dot{\delta v} &= -C^T f^x \delta \phi - C^T \delta b_f - C^T w_f \\
\dot{\delta \phi} &= -\omega^2 \delta \phi - \delta b_\omega - w_\omega \\
\dot{\delta p}_i &= C^T w_{p,i} \quad \forall i \in \{1, \ldots, N\} \\
\dot{\delta b}_f &= w_{b_f} \\
\dot{\delta b}_\omega &= w_{b_\omega}
\end{align*}
\]

Defining the error state vector and the process noise vector to be

\[ \delta x = [\delta r, \delta v, \delta \phi, \delta p_i, \delta b_f, \delta b_\omega]^T \]
\[ w = [0, w_f, w_\omega, w_{p,i}, w_{b_f}, w_{b_\omega}]^T \]

respectively, the linearized system can be written in state-space form as \( \dot{\delta x} = F_c \delta x + L w \) or

\[
\begin{pmatrix}
\dot{\delta r} \\
\dot{\delta v} \\
\dot{\delta \phi} \\
\dot{\delta p}_i \\
\dot{\delta b}_f \\
\dot{\delta b}_\omega
\end{pmatrix} =
\begin{pmatrix}
0 & I & 0 & 0 & 0 & 0 \\
0 & 0 & -C^T f^x & 0 & -C^T & 0 \\
0 & 0 & -\omega^2 & 0 & 0 & -I \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\delta r \\
\delta v \\
\delta \phi \\
\delta p_i \\
\delta b_f \\
\delta b_\omega
\end{pmatrix} +
\begin{pmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
0 \\
-C^T \\
0 \\
0 \\
0 \\
-C^T
\end{pmatrix}
\begin{pmatrix}
\delta r \\
\delta v \\
\delta \phi \\
\delta p_i \\
\delta b_f \\
\delta b_\omega
\end{pmatrix} +
\begin{pmatrix}
w_f \\
w_\omega \\
w_{p,i} \\
w_{b_f} \\
w_{b_\omega}
\end{pmatrix}.
Note that each element is a $3 \times 3$ block. The (diagonal) covariance matrix of the process noise is

$$Q_c = E[w(t + \tau)w^T(\tau)] = \begin{pmatrix} 0 & Q_f & Q_f \\ Q_f & Q_f & Q_f \\ Q_f & Q_f & Q_{\omega\omega} \end{pmatrix}$$

Note that there is no process noise which directly affects the position dynamics (but there is noise on the acceleration which propagates to the position).

Since we are using the discrete formulation of the EKF, the above linearized dynamics must now be discretized according to the process given at the beginning of this discussion. This leads to

$$F_k = e^{F_c \Delta t}$$

$$Q_{k-1} = \int_{t_{k-1}}^{t_k} e^{A(t_k-\tau)} L Q_c L^T e^{A(t_k-\tau)^T} d\tau$$